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Annotation 

Interactions between (bio)molecules, ions and solid surfaces play crucial role in many 
biological processes as well as in many scientific applications and understanding of this 
phenomenon on molecular level is a challenging task for today science. Computer 
simulations can provide detailed view on atomic level if carefully prepared and evaluated 
models are used. 

 In this thesis, interactions of several types of (bio)molecules with inorganic surfaces 
are studied by classical and ab initio molecular dynamics. Chemisorbed biomolecules, 
namely DNA and oligopeptide, covalently attached to graphene and mercury surface, 
respectively, were studied to make link with DNA chip design and experimental label-free 
electrochemical measurements, respectively. Quartz (101) surface model applicable to 
wide range of pH conditions was developed and evaluated against experimental X-ray 
data. Physisorption of the nucleobases on quartz (101) surface and oxalate dianion on 
rutile (110) was examined and discussed. 
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1. Introduction 

1.1 Motivation 

Interactions between (bio)molecules, ions and solid surfaces play crucial role in many 
biological processes as well as in many scientific applications. Understanding of this 
phenomenon on molecular level is a challenging task for today science. From the 
beginning of the 20th century when Langmuir presented his model for the monolayer 
adsorption of species onto simple surfaces [Langmuir, 1918], the surface and interface 
science has gone long journey and has grown up into fully-fledged discipline with its own 
specific experimental methods and theoretical models. Experimental techniques like 
atomic force microscopy (AFM), surface plasmon resonance (SPR), resonant anomalous 
X-ray reflectivity (RAXR) and second harmonic generation (SHG) together with in-silico 
techniques like classical molecular dynamics (CMD), ab initio molecular dynamics 
(AIMD), and accompanied by various models of electric double-layer (EDL) and surface 
complexation models (e.g. MUSIC-CD, i.e. MUltiSIte Complexation – Charge 
Distribution) can give complex and detailed picture of what happens at the surface and 
interface during adsorption of (almost) any kind atom, ion or molecule.  

(Bio)molecules/solid surface interactions that are heart of this thesis belong to a wide 
family of processes generally called adsorption. Adsorption is defined as "the 
accumulation of a substance at an interface" [Butt, 2003] and it is purely surface 
phenomenon with no penetration of the adsorbate into the bulk region of the adsorbent 
(contrary to absorption). Interface is a narrow contact region between two phases where 
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physical and chemical properties of adsorbate differ from their bulk values. Properties and 
processes in this region are crucial for understanding of adsorption. 

If we consider three states of matter, i.e. solid, liquid and gas state, we get several 
combinations of the interfaces: the solid–liquid, the solid–gas, and the liquid–gas interface 
(commonly called surfaces), or interfaces between two immiscible liquids (liquid–liquid 
interfaces) or different solid materials (solid–solid interfaces). Out of these combinations, 
only the solid–liquid interface is a subject of our interest, because all simulations 
described in this thesis are tightly connected to experiments investigating this interface. 

Adsorption can be categorized using various criteria, but the strength of the interaction 
between adsorbate and adsorbent is the key factor. Weak adsorption where only van der 
Waals forces act between surface and adsorbate is called physisorption while strong 
adsorption accompanied by creation and/or disruption of chemical bonds is called 
chemisorption. Physisorption is usually characterized by the sorption energy of the order 
of 20–40 kJ.mol-1, relatively free adsorbate able to diffuse and rotate on the surface, and 
quick establishing of an adsorption equilibrium. Contrary, chemisorption has usually 
typical sorption energies of 100–400 kJ.mol-1, the adsorbate is relatively immobile and 
usually does not diffuse on the surface and often leads to surface reconstruction. We have 
dealt with both types of the adsorption in our work, physisorption is described in Chapter 
3 and chemisorption in Chapter 4. 

As adsorption of (bio)molecules takes place very often in water environment with 
dissolved ions, one has to be also beware of adsorption of these substances. Water 
molecules at a solid substrate often experience a hindered rotation relative to those in the 
bulk, forming dense layers of the solvent up to few nanometers above the surface. Then, if 
liberated from the surface via displacement by an adsorbed molecule, a net entropy gain 
results. At the same time ions can occupy charged spots on the surface and/or and 
adsorbent, hereby influencing equilibrium of the adsorption. Thus, high-quality models of 
the surfaces and adsorbing molecules that properly quantify interactions with water and 
ions are crucial for the success of simulations. Development and evaluation of these 
models is discussed in detail in Chapter 2 and Chapter 3. 

Due to complexity of the topic and corresponding large number of simulations, 
systems and analyzed data, not all results included in thesis have been published yet. But 
to give overall picture of our work and to maintain hierarchy of the topic, we combine 
both published and unpublished data in the following text. 
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1.2 Organic molecules, nucleic acids and peptides 

1.2.1 Oxalic acid 

Oxalic acid is the most simple dicarboxylic acid, being composed of two COOH 
groups directly connected together (see Figure 1-1, C2H2O4). It occurs in nature as a 
calcium oxalate mineral (whewellite, weddellite), it has been spotted in traces in 
atmosphere as a product of the combustion of fossil fuels or exhaust of cars, representing 
37-69 % of the total dicarboxylic acids in atmosphere [Kawamura and Ikushima, 1993]. It 
also shows a wide biological activity in plants and animals. For example, it was revealed 
[Sharma, 1993] that oxalic acid and diacylglycerol metabolites in blood are quantitatively 
depleted under sleep-restricted conditions and restored after recovery of sleep. Under 

physiological conditions, oxalate ion can 
interact with calcium ion and thus it plays 
an important role in the formation of 
calcium-containing uroliths in human 
body. It has high solubility (143 g.dm-3; 
due to polarity and formation of intra and 
intermolecular hydrogen bonds) and very 
low first deprotonation constant of pKa1 = 
1.24. Thus, in near-neutral pH it occurs 
mainly as oxalate dianion (C2O4

2-) with 
very small amounts as hydrogenoxalate 
anion (C2HO4

-, pKa2 = 4.23) (Figure 1-1). 
Albeit oxalic acid and both its anions are 
relatively simple chemical compounds, 
their structure, solvation and 
parameterization is still a matter of debate. 

1.2.2 Nucleobases 

Nucleic acid bases, i.e. nitrogenous purine and pyrimidine bases, and their related 
structures with attached 5-membered sugar ring and phosphate group(s) - nucleosides and 
nucleotides (see Figure 1-3 in Charter 1.2.3), are essential molecules for all living beings. 
They serve as building blocks of nucleic acids and as co-factors of enzymatic reactions 
(coenzyme A, FAD, FMN), and alone they participate in metabolism as chemical energy 

 

Figure 1-1. Fraction of total oxalate in 
any protonation form as a function of pH. 
Neutral pH highlighted by dashed curve. 
Inset: corresponding structures and 
naming. 
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storage media, or in cellular signaling [Francis and Corbin, 1999]. Nucleosides are also 
used as dietary supplements and modified forms of purines and pyrimidines are promising 
new drugs [Jordheim, 2013]. 

The primary nucleobases are cytosine (DNA and RNA), guanine (DNA and RNA), 
adenine (DNA and RNA), thymine (DNA) and uracil (RNA), abbreviated as C, G, A, T, 
and U, respectively (Figure 1-2, uracil not shown). Adenine and guanine belong to the 
purine and thymine, cytosine and uracil to the pyrimidine family of bases. Apart primary 
nucleobases also modified versions exist with hypoxanthine, 7-methylguanine, or 5-
hydroxymethyl cytosine being the most known examples. 

Immobilization of nucleobases (and all derived molecules mentioned above) onto 
inorganic surfaces is a determining factor for many scientific techniques such as 
biosensing (DNA microarray) [OK2], chromatographic and electrophoretic separation of 
these species [Marrubini, 2010], oligonucleotide synthesis (phosphoramidite process) 
[Sanghvi, 2000], for development of biocompatible materials [Li, 2011] and for prebiotic 
polymerization of RNAs and DNAs [Brindley, 1968; Mignon, 2009]. 

There is an ongoing interest in nucleobases adsorption onto various surfaces. The most 
recent experimental studies have focused mainly on the adsorption onto pure metal [Feyer, 
2011; Plekan, 2010] (and especially gold [Pagliai, 2012; Plekan, 2012; Yang, 2009; 
Kundu, 2009]) and carbon-based [Panigrahi, 2012; Varghese, 2009; Sowerby, 2001] 
surfaces due to applicability of these results in biosensing. The main emphasis in these 
studies has been on the orientation of the adsorbed molecules (perpendicular vs. parallel) 
and a type of the adsorption (physi- vs. chemisorption). Similar situation occurs in the 
field of theoretical chemistry with several quantum mechanical [Bogdan and Morari, 
2012; Umadevi and Sastry, 2011; Rajarajeswari, 2011; Piana and Bilic, 2006] and 
molecular dynamic studies [Maleki, 2011; Rapino, 2005; Piana and Bilic, 2006].  

 

Figure 1-2. Four nucleobases used in our study. Main atoms and vectors used to 
complete bivariate plots shown.  
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Some experimental studies have focused on the behavior of the nucleic acids 
components near metal-oxides [Cleaves, 2010; Plekan, 2007] and clay materials [Baú, 
2012; Carneiro 2011] with the main motivation to explain a prebiotic chemical processes, 
since it is believed that immobilization of nucleic acid components is a necessary step for 
the polymerization of these species. 

Few molecular dynamics studies have tried to identify a binding arrangement and to 
quantify the strength of interactions of nucleobases with the rutile surface [Monti, 2011] 
and with a Si (111) surface with attached alkyl-amine molecules [Monti, 2011]. 

To the best of our knowledge, there are no systematic all-atom molecular dynamics 
simulations studying these nucleobases binding on various surfaces at various conditions. 

1.2.3 Nucleic acids 

Nucleic acid molecules (NAs) are essential biomolecules that all living organisms have 
in common. They execute variety of functions in living cells ranging from transmission of 
genetic information between generations and transcription of the genetic information into 
proteins, through catalytic functions to gene regulation. Basic structural unit of nucleic 
acids is the nucleotide (Figure 1-3a, yellow), each of which contains a pentose sugar 
(deoxyribose in DNA and ribose in RNA), a phosphate group, and a nucleobase (Figure 1-
3b). Sugar and phosphate group creates so-called sugar-phosphate backbone (Figure 1-3a, 
purple) that carries large negative charge due to deprotonated phosphate (PO4

-1) groups. 
Nucleobases were described in detail in previous chapter (Chapter 1.2.2). NAs can be 
either single-stranded or double-stranded with complementary bases that can hybridize via 

 

Figure 1-3. (a) Schematic representation of the DNA constituents, (b) Ball-and-stick 
representation of the nucleotide; (c) Licorice representation of a double stranded DNA 
with its typical helical geometry. Single strand highlighted by orange color. 
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making of the weak hydrogen bonds between nucleotides and forming typical double-
stranded helix. DNA molecules are in most cases double-stranded, whereas RNA 
molecules are usually single-stranded [Hodge, 2009].  

DNA is more stable than RNA and is located in a cell nucleus where it stores genetic 
information, being coiled into higher structural units called chromosomes. All 
chromosomes together make up so-called genome that is, in the case of humans, 
composed of approximately 3 billion of base pairs arranged into 46 chromosomes. Gene is 
a certain part of long DNA molecule that encodes a functional RNA or protein product. 
Rapid and cheap detection of a sequence of the nucleotides in a gene (so-called 
sequencing), is a main interest of today science because with knowledge of the exact order 
of nucleotides one can identify changes in genes, associations with diseases and 
phenotypes, study how different organisms are related and how they evolved, determine if 
there is risk of genetic diseases, etc. 

For this purpose, microarrays or DNA chips are appropriate devices. Arrays of tens to 
tens of thousands of microscopic spots containing single-stranded deoxyribonucleotides 
are attached to a solid surface (such as a membrane, a polymer, or glass) of the 
microarray, and these are used to analyze simultaneously a sample solution containing 
fragments of nucleic acids. Oligonucleotides (capture probes) in individual spots are 
identical, but their sequences are different for each spot to match the various 
complementary DNA sequences (targets) present in a given sample. The sequences of 
surface-immobilized capture probes needs to be designed to meet several criteria: they 
should not allow the formation of internal structures such as hairpins and they should be 
sensitive to sequence variations and bind only to complementary strands. Usually, 
software tools available for probe design during the process of microarray development 
are based on standard hybridization conditions, i.e. nucleic acids in solution, not being 
attached to a surface.  

However, the surface plays an important role and can influence process of 
hybridization to a large extent. First, the capture probes are immobilized to a certain extent 
by surface binding and therefore their molecular dynamics is different from that 
describing a system of two free strands in a solution. Second, the presence of the surface 
and the interactions of the capture probe with the surface represent an important sterical 
hindrance making single-strand – double-strand transitions more difficult. Third, in 
addition to the van der Waals interactions, the surface, whether it is charged or not, 
generates nontrivial electrostatics and interfacial structure owing to the interactions 
between the solution and the surface, influencing the density profiles of the water and ions 
in the vicinity of the surface and attached probes. 
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1.2.4 Peptides 

Peptides are short chains composed of amino acid monomers (Figure 1-4a) linked by 
peptide bonds. There is 23 proteinogenic, i.e. protein-building amino acids. Peptide bonds 
are formed by condensation reaction when the carboxyl group of one amino acid reacts 
with the amine group of another (Figure 1-4b) while water is released. As peptides are a 
continuous and unbranched chain (Figure 1-4c), they fall under the broad chemical classes 
of biological oligomers and polymers, alongside nucleic acids, oligosaccharides and 
polysaccharides. Peptides contain approximately 50 or fewer amino acids, but the border 
is not strict.  

Similarly as in a label-free or label based analysis of nucleic acid (and also of 
polysaccharides and glycans), so far only carbon and mercury based electrodes have been 
found useful for the sensitive analysis required by contemporary peptide/protein research 
[Paleček, 2012; Paleček, 2015]. Use of carbon electrodes is limited to oxidation reactions 
of tyrosine (Tyr) or tryptophan (Trp) residues, while utilization of mercury or amalgam 
electrodes was earlier restricted only to the reduction processes involving SH- groups of 
Cys and/or SS-bonds of cystine (CSSC) residues. Nowadays, considerable progress in 
development of a method called constant current chronopotentiometric stripping (CPS), 
that utilizes mercury electrode, has widened number of amino acids that can be detected 
by this type of an electrode (see below), and has allowed characterization of the 
nanomolar quantities of various peptides and proteins.  

This label-free and also structure-sensitive method is based on catalytic hydrogen 
evolution reaction (CHER) with a typical analytical output known as peak H (Figure 1-5) 

 

Figure 1-4. (a) Example of the several amino acids with highlighted side functional 
groups, (b) Creation of the peptide bond; (c) Peptide chain, backbone in licorice 
representation, side functional groups highlighted by orange and blue color and ball-
and-sticks representation. 
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[Heyrovsky, 2005]. In hydrogen evolution catalyzed 
by a peptide or a protein molecule,  CPS peak H is 
reflecting consumption of electrons in the irreversible 
reduction of exchangeable protons from the functional 
groups (–XH, located at side chains of some AA 
residues) close to the negatively charged electrode 
surface (reaction 1, Figure 1-5). The effect is much 
more pronounced in buffered media in which the 
catalyst (peptide or protein) molecule (R–XH/R–X-) 
in adsorbed state mediates a transport of protons from 
the acid constituent of a buffer (BH, reaction 2) onto 
negatively charged electrode surface where 

subsequently surface bound hydrogen atoms (H•) combine into more stable molecules of 
gaseous hydrogen (H2, reaction 3). Deprotonated functional groups (–X-) are then 
immediately reprotonated by an excess of slightly acidic BH (reaction 2) and enter 
reaction 1 closing thus a catalytic cycle. The net result is that while the catalyst is restored, 
the acid constituent of the solution is reduced under formation of molecular hydrogen 
(reaction 4).  

Artificial and bioactive peptides were studied mostly as a protein like models to 
identify catalytically active sites or to better understand fundamental basis of the 
electrocatalytic process taking place in the case of complex protein molecules [Sestáková, 
2000; Enache 2013; Zuman, 2005]. In search for catalytically active amino acid residues, 
so far involvement of Cys thiol (pKa ~ 8), lysine (Lys) ε-ammonium (pKa ~ 11), arginine 
(Arg) guanidinium (pKa ~ 12), and His imidazolium (pKa ~ 6) groups had been 
unambiguously confirmed [Zuman, 2005, Palecek, 2014]. However, also ammonium 
group (pKa ~ 9) at peptidic chain N-end and hydroxyl group at Ser, Tyr, or Thr residues 
(pKa ~ 10) are capable of proton exchange reaction in solution but their involvement in 
CHER was neither confirmed nor denied. 

From previous brief description of the CPS method it is evident, that interactions and 
conformations of peptide(s) on a mercury electrode are crucial for success of this method. 
Contrary to previous successful event, it was also shown on a set of angiotensin (AT) 
peptides [Dorčák, 2013] that presence of aspartic acid (Asp) residue bearing negatively 
charged carboxylate group in the vicinity of Arg residue can cancel catalytic activity of 
the peptide. Other preliminary results from Dorčák group with several Cys containing 
peptides indicate that also carboxylate group at side chain of glutamic acid (Glu) residue 
or at C-end of the peptide backbone can prevent involvement of the SH-groups in CHER. 
It is believed that very probably the electrostatic repulsion between the negative charges at 

 

Figure 1-5. CHER mechanism  
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the electrode surface and carboxylate group prevailed over the electrostatic attraction of 
the positively charged Arg guanidinium group or hydrophobic interaction of Cys SH 
group and thus, detracted their involvement in CHER. 

1.3 Computer simulations 

1.3.1 Classical molecular dynamics 

The classical molecular dynamics simulations propagate a series of instantaneous 
atomic configuration over time by integration of Newton’s equations of motion. In CMD 
the atoms are represented by interacting sites (points) corresponding to their nuclei, while 
the electrons are considered only effectively via partial charges located at the atomic or 
auxiliary sites and assumed to follow the Born-Oppenheimer approximation. With this 
significant simplification and adopting pair-wise potentials for all inter-atomic interactions 
except angular bonded terms, systems composed of ~105 atoms can be simulated for times 
up to hundreds of nanoseconds on modern clusters of CPU and GPU units. 

Basics of the classical molecular dynamics can be found elsewhere [Leach, 2001; 
Schlick, 2002]. For the purpose of this thesis just brief description of the non-bonded 
interactions is mentioned because we had to take special care of them. 

Non-bonded interactions play an important role in MD simulations, because precisely 
these interactions stand behind adsorption phenomena, higher-level structure of 
molecules, hydration and hydrogen-bonding. Therefore the best possible parameters 
describing non-bonded interactions are crucial for success of the simulation. 

 We explicitly incorporate two types of non-bonded interactions in MD simulations: 
electrostatic interactions that are described by Coulomb's law (Equation 1-1): 

 𝑼𝑬𝒍𝒔𝒕.�𝒓𝒊𝒋� = 𝒒𝒊𝒒𝒋
𝟒𝝅𝜺𝟎𝒓𝒊𝒋

 (1-1) 

and van der Waals forces that are almost exclusively described by Lennard-Jones 
potential (Equation 1-2) in standard biomolecular force fields: 

 𝑼𝑳𝑱�𝒓𝒊𝒋� = 𝟒𝜺𝒊𝒋 ��
𝝈𝒊𝒋
𝒓𝒊𝒋
�
𝟏𝟐
− �𝝈𝒊𝒋

𝒓𝒊𝒋
�
𝟔
� (1-2) 

where σij denotes the distance where the intermolecular potential between two atoms is 
zero, and and εij the well depth characterizing how strong the attraction between two 
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atoms is. Using Lorentz-Berthelot combination rule (Equation 1-3) one can derive the 
cross parameters for different species: 

 𝝈𝒊𝒋 = 𝝈𝒊𝒊+𝝈𝒋𝒋
𝟐

;  𝜺𝒊𝒋 = �𝜺𝒊𝒊𝜺𝒋𝒋 (1-3) 

Another possibility is to take into account van der Waals forces in simulation using 
Buckingham potential (also known as exp-6 potential) (Equation 1-4): 

 𝑼𝑩𝑯�𝒓𝒊𝒋� = 𝑨𝒊𝒋 𝐞𝐱𝐩 �−
𝒓𝒊𝒋
𝒃𝒊𝒋
� − 𝑪𝒊𝒋𝒓𝒊𝒋𝟔   (1-4) 

where Aij, bij describe components of the repulsive interaction and Cij describes the 
attractive interaction. Both potentials for van der Waals interactions appeared in our work 
together in Chapter 2.4 and we had to dealt with their incompatibility. 

1.3.2 Ab initio molecular dynamics 

Unlike classical molecular dynamics, in ab initio molecular dynamics forces are 
computed on-the-fly by accurate electronic structure calculations and therefore AIMD 
does not rely on a set of empirical parameters as CMD. It also implies that bond making 
and breaking events are naturally included when ab initio calculations are involved.  

Two approaches are in use [Vidossich, 2016]: Born-Oppenheimer MD (BOMD) where 
the time-independent electronic structure problem is solved for the actual nuclear 
configuration at each step during the dynamics, and Car-Parrinello MD (CPMD) where 
the electronic orbitals are evolved together with the ions, thus not requiring optimization 
of the wave function at each MD step. 

Computer power requirements of ab initio calculations are enormous. State-of-art 
AIMD calculations dealt with systems composed of hundreds of atoms and simulation 
times up to hundreds of picoseconds, i.e. several orders of magnitude less than CMD. 

In our work [OK4], we have used BOMD to study conformation and solvation shell of 
the oxalic acid anions.  

1.3.3 Structural characteristics 

Radial distribution function 

The key structural property, radial distribution function g(r), gives the probability of 
finding a particle in the distance r from another particle. Simply speaking, radial 
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distribution function (RDF) informs us how atoms in a system are radially packed around 
each other. This is particularly useful if one wants to describe the structure of disordered 
molecular systems, especially pure liquids and solutions. The disordered movement of 
molecules and atoms in a system with hardly recognizable order is converted by 
computing RDF to behavior of the average structure. It can reveal short range order due to 
presence of hydrogen bonds, London forces, etc., including contributions from nearest 
neighbors as well as more distant molecules. 

RDF gAB(r) between particles of type A and B, resp. A and A is computed as 
(Equation 1-5): 

 

( ) ( ) ( ) ( )
( )

V
rrNN

rrNrg

V
rrNN

rrNrg
∆−

∆
=

∆
∆

= 2
AA

AA
AA2

BA

AB
AB 4

2
1
,;

4
,

ππ

 (1-5) 

where NAA, resp. NAB is the number of corresponding pairs within a spherical shell of 
thickness ∆r and centered around distance r from one of the species and NA, NB are 
numbers of particles (atoms) of given kind. 

Except of being very informative structural property, great benefit of RDF arises from 
the fact, that it can be indirectly determined via its relation with the structure factor S(q) 
from neutron scattering or X-ray scattering data. This allows experimental measurements 
and computer simulations to be mutually compared and interpreted. 

Axial density profiles 

Axial density profiles represent density profiles of species averaged laterally in the x 
and y directions to obtain only z dependent density, where z axis is perpendicular to the 
surface, typically with origin at the interface and facing the liquid phase. They are useful 
for the analysis of the distribution of groups or atoms across the interface including 
recognition of dissolved vs adsorbed species. They are easily accessible from the 
simulations and more indirectly from experimental studies too. Comparison between 
theoretical and experimental data was done by us many times [OK1, Chapter 2.1, Předota 
et al., 2004] and allowed us to justify our models and thereafter broaden experimental 
findings with more detailed molecular view. 

From the experimental techniques, X-ray reflectivity (XR), crystal truncation rod 
(CTR) and standing wave (XSW) measurements provide invaluable information on the 
structure of interfacial liquid (most commonly water), surface relaxation, and geometry of 
adsorbed ions [Zhang, 2004]. Typical XR signal, R(Q), of quartz (101) in contact with 
deionized water and RbCl solution as a function of vertical momentum transfer is depicted 
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at Figure 1-6a [Bellucci, 2015], 
accompanied with derived axial electron 
density profiles (Figure 1-6b).  

  

 

Figure 1-6. (a) Specular XR signal, R(Q), 
of quartz (101) in contact with DIW 
(empty blue circles), and RbCl solution 
0.01 M at pH 9.8 (fullred circles), as a 
function of vertical momentum transfer, 
Q;.(b) Derived electron density profiles 
for quartz(101) in contact with DIW (blue 
line) and 0.01 M RbCl solution at pH 9.8 
(red line). 
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2. Surfaces 

Four different surfaces have appeared one by one in our studies, namely graphene, 
mercury, quartz (101) and rutile (110) surfaces (Figure 2-1). This chapter describes in 
depth developing, evaluation and comparison of these surface models. 

2.1 Graphene  

Graphene surface was used as a substrate in our study focusing on a behavior of 
nucleic acids chemisorbed on the graphene surface [OK2].  

Graphene is two-dimensional material only one monolayer thick (Figure 2-1). It can be 
considered as one layer from multi-layered graphite mineral. It consists of carbon atoms 
densely packed in regular hexagonal pattern with surface atom density of 38.2 atoms.nm-2. 

 

Figure 2-1. Top and side views of four different surfaces used in our studies.  
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This surface atom density is more than four times the density of mercury atoms used to 
model mercury surface. Graphene surface possesses very extraordinary properties like 
very high specific surface area (2630 m2.g-1 ), remarkable electron mobility at room 
temperature (15000 cm2.V-1.s-1), unique optical properties with an unexpectedly high 
opacity, etc.  

This particular surface was selected as the substrate in our simulations, because it was 
a relatively simple but realistic surface with its geometry independent of pH, salt 
concentration, etc. Furthermore, some theoretical studies on DNA interactions with carbon 
nanotubes (surfaces based on graphene geometry) were available at that time and binding 
of DNA to carbon nanotubes was identified as a way to open the door to carbon–
nanotube–based applications in biotechnology. 

For the carbon atoms of graphene, we have used ‘CA’ atomic type from Amber99SB 
force field with parameters σCC = 0.340 nm and εCC = 0.360 kJ.mol-1. Similar parameters 
were used in other papers simulating carbon–nanotube–DNA interactions [Hummer, 2001; 

Zhao, 2007; Johnson, 2009]. 

 Axial density profiles of the water 
oxygens and hydrogens depicted in Figure 
2-2 were not included in the original 
manuscript, but for comparison it is 
worthwhile to discuss them here. On water 
oxygen profile, two distinct peaks up to 
cca 1 nm above the surface are visible. In 
uncharged system, the first peak is 
positioned at 0.333 nm and the second one 
at 0.625 nm. In their experimental and 
theoretical study, Zhou et al. [Zhou, 2012] 
have derived from X-ray measurements 
positions of the first and second peak of 
the water to be 0.319 and 0.633 nm above 
the graphene surface. Thus, our results are 
just 0.015 and 0.008 nm off the 
experimental ones. With increasing 
positive surface charge, position of the 
first peak uniformly moves toward the 
surface and its height increase 
considerably. This is caused by increased 

 

Figure 2-2. Axial density profiles of 
water oxygen Ow (upper graph) and 
hydrogen Hw (lower graph) for all 
surface charge densities. Positions of 
experimentally observed density peaks 
for water are shown by red dashed lines 
[Ho, 2013]. 
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electrostatic attraction between positive surface charge and negative partial charge on the 
oxygen. Influence of the negative surface charges on oxygen density profile is different. 
While for surface charge density -0.06 C.m-2 the change is rather small with respect to 
neutral system, for surface charge density -0.12 C.m-2 height of the first peak reaches 
similar values as for +0.12 C.m-2.  

Water hydrogen profile shows two peaks at 0.334 and 0.664 nm above the uncharged 
surface. The first peak is positioned at the same distance as water oxygen. Since our axial 
density profiles have practically the same shape as those in the study by Ho et al. [Ho, 
2013] (Figure 2-2), we suppose that even in our simulations some of the water molecules 
within the first hydration layer (~9 %) point one of their OH bonds towards the surface, 
others having planar geometry with both hydrogens parallel to the surface. Positive 
surface charge density changes position of the first peak in accordance with the change of 
the position of the oxygen first peak. Contrary, negative charge density causes more 
pronounced changes. Negative surface charge attracts positively charged hydrogens and 
these having no assigned Lennard-Jones parameters start to orient toward the surface with 
no restriction on how close they can get to the surface. This behavior is represented by 
peaks emerging at ~0.22 nm above the surface. 

2.2 Mercury  

Mercury served as an electrode in combined experimental and ab initio study by 
Dorčák et al. (see Chapter 1.2.4) [OK3], whose results were further developed in classic 
molecular dynamics (CMD) study (Chapter 4.2). 

Since mercury is the only common metal which is liquid at ordinary temperatures, 

Table 2-1. Lennard-Jones parameters from available mercury models. Final parameters 
used in our simulations are highlighted by green color. 

Ref. σHg (nm) εHg (kJ.mol-1) Parametrization on 

Hg01 - - Water next to the liquid/solid mercury 
benchmark  

Hg12 0.2610 11.10 Liquid bulk mercury 
Hg23 0.2969 6.23 Free diffusion of Hg2+ in water 
Hg34 0.3128 4.04 Hg0 dimer 
1Hg0 ref. [Dimitrov and Raev, 2000; Bopp and Heinzinger 1998], 2Hg1 ref. 

[Bomont and Bretonnet, 2006], 3Hg2 ref. [Kuss, 2009] and 4Hg3 ref. [Munro, 2001]. 
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computer simulations of this element 
based on empirical methods are not easy. 
Lack of studies is not surprising and only 
few of them describe mercury using 
functions which are compatible with 
biological force fields [Bomont and 
Bretonnet, 2006; Kuss, 2009; Munro, 
2001]. The Lennard-Jones parameters 
obtained from these works are summarized 
in Table 2-1. Unfortunately, none of these 
parameters was parameterized in a study of 
interactions with biomolecules. Thus, a 
reproduction of the axial water density 
profile on mercury was used as a criterion 
of reliability of the parameters. Results 
obtained from computer simulations based 
on ab initio data [Dimitrov and Raev, 
2000; Bopp and Heinzinger 1998; noted as 
Hg0] served for us as a benchmark. 

It is clear from the Figure 2-3 that the 
density profiles are rather insensitive to the choice of Lennard-Jones parameters, however 
slight differences in positions and heights of peaks can be found. The Hg2 parameters 
were selected for our further study due to the best reproducibility of ab initio data. The 
rigid solid mercury surface was used systematically in all our simulations. It was shown 
by Bosio et al. [Bosio, 1979] and Porter and Zinn [Porter and Zinn, 1993] that liquid 
mercury surface is smooth down to the atomic level with average Hg-Hg distance very 
close to the distance found in bulk mercury (appr. 3.0 Å), and can be approximated by a 
solid α-mercury lattice. The final surface atom density of mercury surface was 11.7 
atoms.nm-2.  

2.3 Quartz (101) 

Quartz surface was extensively studied by us [OK1] and new partial charges that 
extend original ClayFF force field [Cygan, 2004] to be able to describe deprotonated 
surfaces were presented in our study.  

 

Figure 2-3. Axial number density 
profiles of water oxygen (top) and 
hydrogen (bottom) above the mercury 
surface. Hg0 - solid and liquid represent 
the benchmark data.  
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Silicon dioxide with all its crystalline and amorphous modifications is one of the most 
abundant materials of Earth’s crust. α-quartz (α-SiO2) is a crystalline form of silicon 
dioxide, which can be found in soils, clays, and rocks and constitute about 20% of the 
Earth’s exposed crust. α-SiO2 is very important for environmental applications as well as 
for mimicking laboratory experiments (e.g. oligonucleotides or other molecules attached 
to glass surface).  

Quartz surface exposed to water is covered with rather strongly acidic hydroxyl 
groups, silanols, that become partially deprotonated above the point of zero charge. It has 
been suggested that the pHpzc at the point of zero charge (PZC) for quartz is approximately 
2.0−4.5 (Figure 2-4). As the pH is increased, the number of deprotonated silanols and the 

negative charge of the surface increase and 
the properties of the surface and the 
interface change considerably. 

From this point of view it was rather 
surprising, that for neutral crystalline and 
amorphous forms of SiO2 there were 
several force fields available, whereas 
force fields that incorporate deprotonated 
silanol groups were rare [Hassanali, 2010; 
Butenuth, 2012; Emami, 2014]. Moreover, 
some of these force fields used terms that 
were incompatible with common 
biomolecular force fields (see also Chapter 
2.4) and hardly implementable to standard 
simulation packages like Gromacs or 
Amber. 

For this reason we modified the well established ClayFF force field to be able to model 
charged quartz surfaces properly. Based on ab initio cluster calculations, we proposed 
method how to redistribute remaining partial charge after deprotonation and we have 
tested our new modification against experimental data. Results were quite encouraging, 
giving good agreement between simulation and experiment in positions of the water and 
ions above the charged surface. The availability of the modified force field allowed us to 
carry out much more realistic simulations of quartz compared to existing models of 
neutral surface (see Chapter 3.2) 

 

Figure 2-4. Charging curve of the α-
quartz surface. Inset: scheme of the 
deprotonation reaction. 
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2.4 Rutile (110)  

Rutile (110) surface was extensively studied by Předota et al. in series of papers that 
have focused on water behavior at the rutile interface [Předota, 2004], ions at the rutile 
interface [Předota, 2004] and viscosity and diffusivity measurements at the rutile interface 
[Předota, 2007]. 

Matsui and Akaogi (MA) parameters [Matsui and Akaogi, 1991] (originally developed 
to model bulk properties of TiO2) have been used by Předota for a rutile/water interface in 
combination with SPC/E water model [Berendsen, 1987]. It was proved, that MA model 
gives very good agreement with the experimental data, although originally derived for 
different application. Unfortunately, MA parameters are unsuitable for simulations in 
standard MD packages (Gromacs, Amber, Charmm) in combination with standard force 
fields for (bio)molecules. The reason is Buckingham potential (Equation 1-4) used in MA 
model to describe van der Waals interaction between Ti and O atoms of the surface. 
Unfortunately, biomolecular force fields use almost exclusively Lennard-Jones potential 
(Equation 1-2) to describe van der Waals forces and combination of both potentials is 
extremely demanding in terms of computation time and preparation of the cross 
interaction tables. At least two publications [Brandt and Lyubartsev, 2015; Luan, 2015] 
have dealt with this problem and have tried to fit MA parameters with Lennard-Jones 
potential. 

Table 2-2 shows that at the end both studies have reached similar values of ε and σ 
parameters and shapes of fitting Lennard-Jones curves match original Buckingham 
potentials with similar accuracy. None of the mentioned studies has focused on rutile 
(110) albeit it was shown [Fenter, 2000] that this crystallographic face is the most 
abundant in nature. For that reason we had to test these new fitting parameters and 

Table 2-2. Buckingham potential parameters and Lennard-Jones potential parameters for 
titanium and oxygen atoms in  

 Matsui-Akaogi1 Brandt-
Lyubartsev2 

Luan-Huynh-
Zhou3 

 A  
(kJ.mol)-1 

b  
(Å) 

C  
(kJ.mol-1.Å-6) 

σ  
(nm) 

ε  
(kJ.mol-1) 

σ  
(nm) 

ε  
(kJ.mol-1) 

Ti-Ti 3002664 0.154 506 0.1958 2.542 0.1960 2.427 
O-O 1136872 0.234 2916 0.2875 1.390 0.2887 1.297 
Ti-O 1636167 0.194 1215 0.2417 1.880 0.2423 1.774 

1 ref. [Matsui and Akaogi, 1991], 2 ref. [Brandt and Lyubartsev, 2015], 3 ref. [Luan, 2015] 
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compare new results with those using original MA model. Due to complexity of the 
published data, we have decided to test parameters of Brandt and Lyubartsev (BL) [Brandt 
and Lyubartsev, 2015].  

Figure 2-5 shows water oxygen and hydrogen axial density profiles at the TiO2 (110) 
surfaces with various surface charge densities. Comparison of original data from Předota 
et al. [Předota, 2004a; Předota, 2004b] and new data based on Brandt and Lyubartsev fit 
indicates that for oxygen, satisfactory agreement is obtained. In all systems, second peaks 
are slightly lower with BL and the one in the system with positive surface charge is shifted 
by 0.02 nm to higher values. Water hydrogen distribution is more sensitive to the choice 
of potentials. First peaks are lower with BL, indicating somewhat different orientation of 
water molecules in the first adsorbed layer. 

Distributions of sodium and chloride ions were compared too (Figure 2-6). Sodium 
ions give good agreement between original and fitted parameters, however height of the 
peaks is slightly lower with BL. Although not so important for the systems with negative 
surface charges (notice the different vertical scales in Figure 2-6), differences in 
distributions of chloride ions for the original and fitted parameters are greater. First peaks 
are underpopulated with BL while second peaks are higher with BL than with MA. The 
same holds true for second and third peaks in the system with positive surface charge, 

 

Figure 2-5. Comparison of the water oxygen (top) and hydrogen (bottom) axial density 
profiles extracted from simulations with Matsui-Akaogi parameters (black lines) and 
Brandt and Lyubartsev parameters (orange lines). Hydroxylated TiO2 (110) surfaces 
with surface charge densities 0.00, -0.10, -0.20 and +0.10 C.m-2 were used as 
substrates. 
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while positions and heights of the first peaks are comparable for both sets of parameters 
used. 

It is clear that simulations with new parameters slightly differ from those with original 
Matsui-Akaogi parameters. New parameters slightly underestimate strength of the non-
bonded interactions giving less populated first peaks, mainly for water hydrogen and 
chloride. On the other hand, simulations with new parameters result in very similar results 
for water oxygen and sodium ions. Despite these deviations, both force fields comparably 
well agree with experimental data, where available. Because of advantages of using 
Lennard-Jones potential with Brandt and Lyubartsev parameters for studying interactions 
with standardly parameterized molecules, we have used these fit parameters in consequent 
study on oxalate adsorption on rutile surface (for oxalate parameterization see Chapter 
3.1). 

  

 

Figure 2-6. Comparison of the sodium (top) and chloride (bottom) axial density 
profiles from simulations with Matsui-Akaogi parameters (black lines) and Brandt and 
Lyubartsev parameters (orange lines). Hydroxylated TiO2 (110) surfaces with surface 
charge densities 0.00, -0.10, -0.20 and +0.10 C.m-2 were used as substrates. Note 
different x and y scales. 
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2.5 Discussion 

Due to their similarities and differences, it is worthwhile to draw a comparison 
between graphene and mercury surfaces and, similarly, between quartz and rutile surfaces. 
All the studied surfaces have in common exploration of the effect of electrostatics on the 
behavior of liquid phase including ions and molecules present, namely surface charge or 
applied voltage in a simulation cell. As mentioned previously, on the metal oxide surfaces 
charging naturally arises from deprotonation of the surface hydroxyl groups. On 
metal/metalloid surfaces, charging can be realized by putting partial charge on surface 
atoms (used in the case of graphene) or by switching up electric field in a simulation cell 
(used in the case of mercury). All used surface charge densities and corresponding electric 
fields are summarized in Table 2-3. We used Equation 2-1 to relate surface charge density 
with electric field: 

 𝜎 = 𝐸𝜀0 (2-1) 

where σ is surface charge density in C.m-2, E is electric field in V.m-1 and ε0 is permittivity 
of vacuum.  

2.5.1 Graphene vs. mercury 

Graphene and mercury surfaces were used as monoatomic layers in our simulations. 
While in the graphene case carbon atoms were held together by bond and angle potentials, 
in the mercury case the initial α-mercury lattice was kept frozen during simulations and 
mercury atoms were treated as solid Lennard-Jones spheres. Final Lennard-Jones 

Table 2-3. Surface charge densities σ and electric field intensities E used in 
simulations with different surfaces. Similar surface charge densities are highlighted by 
orange and blue color, respectively.  

Graphene Mercury Quartz (101) Rutile (110) 

σ 
(C.m-2) 

E 
(V.nm-1) 

σ 
(C.m-2) 

E 
(V.nm-1) 

σ 
(C.m-2) 

E 
(V.nm-1) 

σ 
(C.m-2) 

E 
(V.nm-1) 

0.000 0.00 0.000 0.00 0.000 0.00 0.000 0.00 
±0.059 3.33 ±0.001 ±0.14 -0.030 -1.69 0.100 5.65 
±0.118 6.66 ±0.011 ±1.25 -0.060 -3.39 -0.100 -5.65 
±0.297 16.77 ±0.030 ±3.45 -0.120 -6.78 -0.200 -11.29 
±0.594 33.54 ±0.061 ±6.89   -0.400 -22.59 
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parameters for graphene carbon atoms were σCC = 0.340 nm, εCC = 0.360 kJ.mol-1, and σHg 
= 0.2969 nm, εHg = 6.23 kJ.mol-1 for mercury atoms. 

The differences in σ and ε parameters as well as differences in surface charging reflect 
in behavior of water at the studied surfaces (Figure 2-7). In uncharged systems, water is 
closer to mercury surface by 0.033 nm compared to graphene. Situation is the same for 
both oxygen and hydrogen. On mercury surface, the peaks are higher, indicating greater 
water structuring. Non-zero surface charge reduce the difference in positions and heights 
of the peaks between graphene and mercury surface. Interestingly, despite different 
charging method both surfaces give similarly pronounced small peak around ~0.22 nm on 
Hw axial density profile. 

2.5.2 Quartz vs. rutile 

Both surfaces have some characteristics in common: surface hydroxyl groups, charging 
via partial deprotonation of these groups and several types of the hydroxyl groups. Surface 
number density of the hydroxyl groups on quartz and rutile is 5.8 and 10.4 OH.nm-2, 
respectively, i.e. rutile surface carries almost two times more hydroxyl groups on its 
surface.  

To quantify the adsorption, we plot in Figure 2-8 the dependence of the amount of 
adsorbed ions (considering inner-sphere adsorption and first peak of outer-sphere 
adsorption) on surface charge density for both quartz (101) and (110) rutile surfaces 

 

Figure 2-7. Comparison of the water oxygen (top) and hydrogen (bottom) axial density 
profiles on mercury (full line) and graphene (dashed line) surfaces with various surface 
charge densities. 
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[Předota, 2013]. Adsorption on rutile is 
stronger compared to quartz for all ions. 
Differences are bigger for neutral surfaces 
where the rutile surface adsorbs 3.3, 2.1, 
and 6.6 times more sodium, rubidium, and 
strontium ions, respectively, than the 
quartz surface. With increasing surface 
charge density these ratios decrease. Rutile 
has higher selectivity to different ion 
species, with Na+ adsorption being larger 
than that of Rb+ and Sr2+ on all surfaces. 
On quartz, the adsorption of sodium and 
rubidium is practically the same, but the 
adsorption of Sr2+ is much lower, 
particularly on the neutral surface. The 
experimental value of adsorbed rubidium 

on quartz in the first two adsorption layers is 0.23 ± 0.03 Rb/AUC (where AUC = 0.338 nm2 
is the area of a unit cell along the (101) plane) [Bellucci, 2015]. Our simulations predict a 
value of 0.20 Rb/AUC when integrating over the first two well-pronounced peaks or 0.24 
Rb/AUC if even the third peak (up to 0.93 nm from the surface) is taken into account. 

  

 

Figure 2-8. Dependence of the adsorbed 
amount of sodium (black), rubidium 
(orange), and strontium (green) ions on 
surface charge density. Data for rutile 
(dashed lines) surface are taken from 
Table 8 of Předota et al. [Předota, 2013] 
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3. Physisorption of organic 
molecules and nucleobases 

3.1 Oxalic acid parameterization 

Unlike standard biomolecular residues (e.g. amino acids, DNA nucleotides, 
carbohydrates, etc.), small organic molecules have to be parametrized prior to use in 
simulations. As we witnessed, this step can be non-trivial. Unsuitable bonding parameters 
together with inappropriately-optimized partial charges and Lennard-Jones parameters can 
lead to distorted structures, too strong or weak interactions with water and ions, too high 
or low affinity to the surface, etc. Thus, one has to take care while parameterizing new 
residues. In the case of nucleobases (Chapter 1.2.2) standard RESP procedure [Cornell, 
1993] to get partial charges was sufficient since these molecules are quite standard and 
represent subunits of the well-parameterized nucleotides. In the case of oxalic acid and its 
anions, situation was more complicated and required more complex approach. 

3.1.1 Simulation setup 

Periodic boundary conditions AIMD simulations based on Born-Oppenheimer 
approximation were carried on using a hybrid Gaussian plane-wave method (GPW) 
implemented in CP2K software. Charge density cut-off of 400 Ry with NN50 smoothing 
was used in all simulations. BLYP functional with the empirical dispersion term for the 
main group elements was used in conjunction with double-ξ molecularly optimized basis 
functions augmented by polarization function (DZVP) and appropriate pseudopotential of 
Goedecker, Teter and Hutter (GTH). All hydrogens were replaced by deuterium to reduce 
quantum effects of the hydrogen nuclei and to increase the time step. Each simulation box 
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(Figure 3-1) was composed of (hydrogen) 
oxalate anion and 50 heavy water (D2O) 
molecules. The net charge of the system 
was compensated by the neutralizing 
background charge. Production runs were 
carried out within NVT ensemble with a 
Nosé-Hoover thermostat and time step of 1 
fs. A temperature was set to 300 K and 
each trajectory was 30 ps long. 

Classical MD simulation in NVT 
ensemble had been performed during 
parametrization phase with one oxalate ion 
and 918 water molecules. The net charge 
of the system was compensated by the 
neutralizing background charge. 

Simulation step was set to 1 fs, temperature to 300 K and trajectories had been 2.5 ns long. 
Gaff force field with partial charges derived by standard RESP procedure had been used 
both for oxalate and SPC/E model of water.  

3.1.2 Results 

 First, we have focused on both forms of oxalic acid anions, i.e. hydrogenoxalate anion 
and oxalate dianion, in computational study that has combined ab initio optimizations with 
ab initio molecular dynamics [OK4]. We have confirmed that the most stable 
conformation of oxalate dianion both in gas phase and in the implicit solvent is the 
staggered D2d form. From AIMD calculations we have seen that the rotational barrier 
around C-C bond can be relatively easily overestimated in the explicit solvent. Preferred 
conformation remains the staggered one in explicit solvent, but it can partially deviate 
(~20°) from the ideal value. Regarding hydrogenoxalate anion, we have found 
discrepancy between implicit and explicit solvent calculations: while implicit solvent (and 
gas phase) calculations predicted global minimum to be the planar structure (ox-1-closed 
in Figure 1-1), where hydrogen of COOH group is involved in intramolecular hydrogen 
bond with neighboring COO- group, the AIMD calculations predicted staggered 
conformation in the presence of more than 8 water molecules and in the bulk. The rotation 
around C-C bond was almost free at the room temperature in the bulk. It was shown that 
the solvation pattern around negatively charged carboxylate group is very similar for both 
anions with approximately 2.5 water molecules around each oxygen, and number of water 

 

Figure 3-1. AIMD simulation setup. 
Oxalate dianion by vdw spheres and 
water by licorice representation. 
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molecules in the first solvation shell (~15) was found to be the same for both anions and 
in the agreement with previously reported data [Rosas-García, 2013; Gao and Liu, 
2005]. 

With AIMD data serving as a benchmark, we have designed new model of an oxalate 
dianion. Standard RESP procedure 
combined with Antechamber routine was 
applied to get partial charges and all 
bonding and nonbonding parameters. 
However, resulting model showed 
exceptionally strong interactions with 
water (Figure 3-2) and ions (Figure 3-3), 
as indicated by red dashed curves in both 
graphs. Especially overshooting of 
interaction with sodium ion could lead to 
unrealistic adsorption behavior. This is 
probably caused by relatively large charge 
localized on two functional groups close to 
each other. Thus, we have adopted the 
concept of MDEC (Molecular Dynamics 
in Electronic Continuum), alternatively 

 

Figure 3-2. Radial distribution functions between water oxygen (top)/hydrogen 
(bottom) and oxalate dianion oxygen and carbon. Comparison between AIMD data 
(black), CMD fit with full charges (red, dashed) and scaled charges (orange). Ox 
stands for oxalate oxygen and Cx for oxalate carbon, respectively. 

 

Figure 3-3. Radial distribution functions 
between oxalate oxygen and sodium 
cation. 10 ps long AIMD run (black) is 
compared to CMD simulations with full 
charges on all ions (red, dashed), scaled 
charges on oxalate (orange) and scaled 
charges on all ions (blue). 
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Figure 3-4. Simulation setup. Silanol 
groups shown by a ball-and-stick and 
deprotonated silanols by vdw spheres. 

also called ECC (electronic continuum correction), [Leontyev and Stuchebrukhov, 2012] 
and according to this concept we have scaled down all partial charges on an oxalate 
dianion to give 75% charge of the ion, in this case -1.5e. Resulting rdf's between oxalate 
oxygen/carbon and water oxygen/hydrogen are in good agreement with AIMD data 
(Figure 3-2). Similarly, interaction with sodium ion has improved considerably (Figure 3-
3). In our final choice, charge on sodium ion is scaled down to +0.75e and agreement 
between CMD and AIMD is even better. 

3.2 Physisorption of nucleic acid building blocks 

We have focused on studying interactions of nucleobases with quartz (101) surfaces of 
various charge to bring molecular modeling much closer to real conditions. The main goal 
is to provide a detailed description of the binding behavior of the four nucleobases 
(guanine, cytosine, adenine, thymine) to see the influence of the surface charge, to show 
the best binding arrangement, and to quantify the strength of their interactions with the 
inorganic surface. Simulated quartz surfaces cover the surface charge densities 0.00, -0.03 
and -0.06 C.m-2, approximately corresponding to pH values 4.5, 8.5 and 9.5.  

3.2.1 Simulation setup 

For simulations of a nucleobase 
adsorption, we prepared box with 
dimensions 5.50 × 3.98 × 24.00 nm 
(Figure 3-4) and two quartz (101) slabs 
with equally charged (or neutral) surfaces 
positioned in the middle of the box. The 
gap between slabs (~5.3 nm) was filled 
with 1 nucleobase (~ 0.01 M), sodium and 
chloride ions (giving conc. 0.13 M) and 
approx. 5400 water molecules. Modified 
ClayFF force field for quartz [OK1] was 
used in combination with SPC/E water 
model. Amber99SB force field for 
nucleobases was completed by partial 
charges generated by RESP procedure. 
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Simulation protocol consisted of and equilibration phase in NVT (200 ps) and NPT 
ensemble (200 ps), followed by production run in NVT ensemble for 100 ns. Time step 
was set to 2 fs and temperature to 298 K. Other setting were similar to those in [OK1]. 

3.2.2 Results 

During 100 ns runs nucleobases have undergone several adsorption/desorption events 
on both quartz surfaces in the simulation cell. We have plotted z coordinate of the center 
of mass of the nucleobases and using these plots we have determined borders limiting 
adsorption event. Structures within these limits were analyzed. 

Bivariate plots can unambiguously describe orientation of the nucleobase above the 
surface [Jedlovszky, 2006]. Bivariate plot is a combined plot of two angles, one between 
vector p and z axis and second between vector o and z axis. Both vectors are depicted in 
Figure 1-2. Adenine is the only nucleobase without oxygen in the structure and shows the 
most distinctive adsorption motifs among studied nucleobases (Figure 3-5). For neutral 
surface, there is one characteristic adsorption structure around angles (75, 20) indicating 
binding motif with N7 atom and NH2 group making hydrogen bonds with silanol group. 

 

Figure 3-5. Bivariate plots showing orientation of the adsorbed nucleobases. φ is an 
angle between vector p and z axis and ω is an angle between vector o and z axis. For 
definition of the vectors see Figure 1-2.  
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On surfaces with charge densities -0.03 and -0.06 C.m-2, adenine behaves similarly being 
adsorbed by N9H group (70, 160). Thymine is remarkable due to its bulky hydrophobic 
CH3 group. Thymine interacts by N1H group and O2 with uncharged surface (160, 80) 
with second maximum around (70, 150), i.e. interaction by N1H group. On -0.03 C.m-2 
surface, thymine shows wide scale of adsorption motifs, going from O4 through N3H and 
O2 to N1H group. Adsorption motif of thymine on -0.06 C.m-2 surface is hardly 
recognizable. Guanine on neutral surface binds mainly by its nitrogen groups N9H, N3 
and NH2 (120-140, 120-140), accompanied by portion of structures adsorbing by O6 atom 
(80, 20). The same structure occurs on charged surface, in the case of the -0.06 C.m-2 
surface completed by structures interacting by NH2 and N1H (120-140, 20-90). Cytosine 
interacts mainly by O2, N3 and NH2 group on uncharged surface having slightly tilted 
position (90, 140). On -0.03 C.m-2 surface the predominant adsorption site is (60, 140) 
NH2 group with N3 nitrogen. Contrary, on -0.06 C.m-2 surface cytosine interacts the most 
by its hydrophobic part, i.e. two CH groups (35-70, 30-60). 

These preliminary results suggest that each nucleobase behaves uniquely and it is hard 
to find any unifying binding motif even within purine or pyrimidine bases. The only 
binding motif occurring in multiple systems is the one where one nitrogen (or oxygen) of 
nucleobase forms hydrogen bond with hydrogen on one silanol group, and simultaneously 
NH or NH2 group binds to oxygen on another silanol. Work on other results, including 
role of ions or deprotonated silanol groups, is in progress. 

3.3 Physisorption of an oxalate dianion 

Hydroxylated rutile (110) surface with new parameters by Brandt and Lyubartsev 
(Chapter 2.4) together with oxalate dianion with newly developed parameters (Chapter 
3.1) were combined to simulate adsorption of this chemical compound. 

We have focused on uncharged and positively charged surfaces, since these particular 
surfaces are the most attractive for oxalate dianions, as observed experimentally by Ridley 
et al. [pers. comm., 2016].  

Figure 3-6a shows plot of the axial density of the oxygen is oxalate above 
hydroxylated rutile surface with surface charge densities 0.00 and +0.10 C.m-2. For 
comparison, corresponding water oxygen density profiles are included. One can notice 
that Ox of oxalate can interact with surface very similarly as Ow of water – the position of 
the first peak (~0.37 nm) is very similar. Regarding the 2nd peak around 0.6 nm, the story 
can be much more complex for oxalate. First possibility is that this peak represents outer 
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Figure 3-6. (a) Axial density profile of the oxalate dianion on hydroxylated rutile 
surface with surface charge density 0.00 C.m-2 and +0.10 C.m-2, y axis values of the 
water oxygen profiles are scaled down by 100; (b) Snapshot of the typical adsorption 
motif.  

sphere oxalate, i.e. oxygen of oxalate which does not interact directly by any of its (four) 
oxygens with surface atoms. Alternatively it can represent another oxalate oxygen of 
oxalate molecule interacting directly with the surface via another oxygen atom. Not 
surprisingly, oxalate axial density near the surface increases with increasing positive 
surface charge due to enhanced electrostatic attraction. Figure 3-6b shows snapshot of a 
typical adsorption configuration. 

Further work on this topic is the current focus of the work of doctoral student Denys 
Biriukov and is beyond the scope of this thesis. 
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4. Chemisorbed biomolecules  

4.1 Chemisorbed nucleic acid on a graphene surface 

From the chemical point of view, work on the chemisorbed nucleic acids on graphene 
surface [OK2], follows and extends work on physisorption of the nucleic acid bases on a 
quartz surface. This study is tightly connected to biosensing, microarrays or DNA chips, 
and its main purpose was to investigate the role of the surface charge density in the 
structure and orientation of covalently attached single-stranded and double-stranded 
DNAs (Chapter 1.2.3). 

The graphene surface (Chapter 2.2) has been selected as the substrate in our 
simulations, because it is a relatively simple but realistic surface and its structure is 
independent of pH, salt concentration, etc. Finally, some theoretical studies on DNA 
interaction with carbon nanotubes (i.e. with surfaces based on graphene geometry) have 
already been conducted [Hummer, 2001; Lu, 2005; Zhao, 2007; Johnson, 2009]. The 
binding of DNA to carbon nanotubes has been identified as a way to open the door to 
carbon-nanotube-based applications in biotechnology [Zheng, 2003]. 

4.1.1 Simulation setup 

Full simulation setup was described in detail in [OK2]. Just few parameters important 
for comparison with peptide/mercury system (Chapter 4.2) are mentioned here. 

Simulation box is depicted on Figure 4-1. Two graphene layers of size of 6.81 × 6.64 
nm and separation 6.33 nm enclose space for water, ions, and DNA attached to a charged 
surface. The role of the second graphene surface, which was always neutral, was to close 
the system. In order to minimize the influence of the electric field generated by the 
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charged graphene layer on the periodic 
images, the replicas of the system were 
separated by a 10 nm vacuum gap. Similar 
setup was used later for peptide/mercury 
system (Chapter 4.2). 

ds-DNA and ss-DNA decamers with 
the base sequence 5’-CCACTAGTGG-3’ 
at the canonical B-form were covalently 
bonded to the graphene layer via an 
aliphatic carbon linker consisting of six 
methylene groups (C6). The linker was 
attached to the 5’ end of the cytosine 
nucleotide by the phosphodiester bond. In 
the initial position, the DNA helix axis was 
orientated perpendicularly to the graphene 
slab. 

In order to test the role of the charge of 
the graphene layer on the position and the 
orientation of the DNA, all of the carbon 
atoms of the graphene layer, to which 

DNA is anchored, were charged to one of the following values: -0.1, -0.05, -0.02, -0.01, 0, 
+0.01, +0.02, +0.05 or +0.1 elementary charge (e) per carbon, corresponding to the range 
of the surface charge densities -0.594 to +0.594 C.m-2 (see Table 2-3) comparable to those 
used in the experiment. The sodium/chloride ions were used in order to neutralize fully the 
charge applied on the graphene, whereas the DNA was neutralized independently by 
sodium cations.  

All of the molecular dynamics simulations were carried out with an atomic resolution 
including all the hydrogens and in explicit water. An equilibration protocol consisted of a 
series of energy minimizations and short restrained NPT MD runs. The equilibration 
phase was followed by an NVT MD production run at 298 K. The restraint of 10 kcal.mol-

1.Å-2 on all of the graphene atoms was used for the production run in order to keep the 
graphene layer planar during the simulations. The separation of the two graphene layers in 
the z-direction, 6.33 nm, was sufficient to prevent the interaction of the 3’-DNA terminus 
with the neutral graphene layer. Each trajectory covered 50 ns. 

 

Figure 4-1. A schematic representation 
of the simulated system. 
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4.1.2  Results 

The probe surface excess concentration used in our study ΓP = 3.32 × 10-12 mol.cm-2 
was selected to be of the same order of magnitude as a microarray maximum sensitivity 
for a 10-mer long probe (ΓP = 9.96 × 10-12 mol.cm-2) [Vainrub and Pettitt, 2003]. Probe 
surface excess concentration used in peptide/mercury study (Chapter 4.2) was comparable, 
ΓP = 2.68 × 10-12 mol.cm-2. 

For comparison with peptide/mercury system just results for ss-DNA are highlighted 
here. Detailed results can be found in the original manuscript [OK2]. 

The ss-DNA exhibits ordered stacked helical structure if left free in solution, but it 
shows localized structural collapse when a graphene layer is present, even if it is not 
charged. In neutral system, interactions between the surface and the ss-DNA confirm both 
the experimental and theoretical results, that more bases than merely the first one are 
adsorbed to the surface because of the higher flexibility of the ss-DNA. 

For low negative charge density (-0.01e), an attractive dispersion interaction between 
the closest base and the graphene layer (majority of the simulation) and attraction of the 
polar amino group of the closest cytosine and the graphene (shorter periods of the 
simulation) was seen. For the medium negative charge densities, -0.02 to -0.05e, the 
electrostatic interactions become the leading factor for the stabilization of the DNA-
graphene complex and the attraction of the amino group of the closest cytosine and the 
surface is crucial. In addition to these interactions, in the -0.05e system, the interaction of 
the negatively charged sugar-phosphate backbone in the middle part of the ss-DNA with 
the counterions localized close to the surface is observed as well. In systems with the 
highest applied negative charge density on the graphene (-0.1e), an oppositely charged 
layer of counterions was formed and a strong attraction of the phosphates with the sodium 
cations was observed immediately after the beginning of the simulation. 

In the system with lowest positive surface charge (+0.01e), approximately after 10 ns 
of the simulation the whole ss-DNA is localized close to the surface and interacts via 
phosphates (by electrostatic forces) and as well as with majority of its bases (by dispersion 
forces) with the surface. When the charge of the carbons in graphene is changed to +0.02e, 
the electrostatic attraction between the phosphates and the surface causes a parallel 
orientation of the DNA already in the early stage of the simulation. In addition, an 
electrostatic interaction of the guanine with the surface mediated via the O6 oxygen atom 
of the base is observed. Occasionally, one or few bases still interact with the surface by 
dispersion forces. For the system containing graphene with a charge of +0.05e on the 
carbon atoms, the electrostatic forces attracting the phosphates to the surface are crucial, 
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but it takes about 10 ns before the parallel orientation of the DNA with the surface is 
reached (probably owing to the presence of a non-negligible amount of chloride anions 
next to the surface). At the surface with a charge of +0.1e, the ss-DNA remains extended 
and perpendicularly orientated to the graphene surface covered by an almost immobile 
layer of counterions (Cl-) at the beginning of the simulation. This rather strong repulsion 
between the chloride anions and phosphates leads to the extension of the linker as well as 
the DNA.  

4.2 Chemisorbed peptides on a mercury surface 

Having experience with simulations of graphene surface and chemisorbed 
oligonucleotides, we have joined experimentalists J. Vacek (Department of Medical 
Chemistry and Biochemistry, Palacký University Olomouc) and V. Dorčák (Institute of 
Biophysics, Brno) who have studied peptides on mercury electrode by label-free 
electrochemical method called constant-current chronopotentiometric stripping (CPS, 
Chapter 1.2.4). Method was described in detail in experimental and theoretical study by 
Dorčák et al. [OK3]. In this study, proton transfer ability of peptidic H-wires was 
characterized experimentally in an adsorbed state using an approach based on a label-free 
electrocatalytic reaction. The experimental findings were complemented by theoretical 
calculations on the ab initio level in vacuum and implicit solvent. Experimental and 

 

Figure 4-2. Initial configurations of studied systems. Top and side view of the 
simulation box. Histidine residues are highlighted by orange color and licorice 
representation, anchoring surface mercury atom is highlighted by blue color. 
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theoretical results indicated Ala3(His-Ala2)6 to be a high proton-affinity peptidic H-wire 
model. 

As a follow-up to experimental and ab initio results, we continued with MD 
simulations. Our task was to prepare and simulate systems with different surface charge 
densities, with different densities of the chemisorbed peptides and with different 
protonation state of the histidine residues to show how these three parameters influence 
conformations and dynamics of the peptide strands covalently attached to mercury 
surface. Our findings should support experimental data [OK3] and give detailed insight on 
the molecular level. 

4.2.1 Simulation setup 

Verification of the proper parameters for the mercury surface was described earlier in 
Chapter 2.2.  

The simulated system is depicted in Figure 4-2. All the simulations were carried out in 
a periodic box with dimensions 7.6 × 8.1 x 100.0 nm. Water, ions and peptide were 

confined between two solid monolayer 
mercury surfaces; one surface was 
positioned at z = 0 and the second one in z 
= 7.5 nm. Similarly to previous study with 
graphene surface, role of the upper surface 
was to close the system. Overall height of 
the simulation box was set to 100 nm to 
suppress influence of the applied electric 
field on images of basic simulation box in 
z direction. A 21-mer peptide of sequence 
AAA HAA HAA HAA HAA HAA HAA 
peptide (Figure 4-3a) was covalently 
anchored to the mercury surface through 
modified cystein residue. Two possible 
protonation states of histidine residues 
were systematically employed in our 
simulations (Figure 4-3b): a) all histidines 
were neutral with proton on ε-nitrogen 
atom of the imidazole ring (system 
abbreviated as "HIE" in the following 

 

Figure 4-3. a) Top CA carbon atom 
(blue) and middle CA carbon atom (red) 
used for further analysis highlighted by 
vdw sheres representation. Color coding 
of the histidine residues used in following 
graphs shown on the left; b) Neutral 
(HIE) and protonated (HIP) histidine 
residues. 
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text); b) all histidines were protonated with protons both on ε- and δ-nitrogen atoms of the 
imidazole ring (system abbreviated as "HIP" in the following text). 

The ionic strength of the NaCl solution was set to 0.05 M to mimic usual experimental 
conditions. The charge on mercury surface was realized by application of the voltage 
between the mercury surface and opposite wall of the periodic box. The series of voltages 
-50 V, -25 V, -10 V, -1 V, 0 V , +1 V, +10 V, +25 V, +50 V was applied in the 
simulations with one peptide strand (for corresponding surface charge densities see Table 
2-3). Voltage between two mercury surfaces was generated by setting up the appropriate 
electric field times the height of the gap between these surfaces (7.5 nm). During 2 ns long 
equilibration phase only water molecules and ions were allowed to move, while peptide 
was held in its upright position applying position constraints. Simulation time of the 
production run was 50 ns for each trajectory. During production run all the molecules 
except mercury surfaces were allowed to move. 

4.2.2 Results 

System with only one peptide strand represents limiting situation where interactions 
with neighbor strands are excluded and the anchored peptide is moving freely under given 
conditions. Surface excess concentration for this setup is ΓP = 2.68 × 10-12 mol.cm-2, 
corresponding to the available area for one peptide strand aP = 62.06 nm2.  

HIE system. Time evolution of positions of middle and top points on peptide backbone 
is depicted in Figure 4-4. The initial conformation oriented perpendicularly to the surface 
has a tendency to slowly approach the surface and adsorb on it. The center of the peptide 
started interacting with the surface no later than in 20 ns under any applied electric field. 
Even the top of the protein in negative and low positive voltages can be found in the 
vicinity of the surface. Only the highest applied positive voltages (+25 V and +50 V) 
cause notable fluctuations of this part of the peptide. This can be caused by repulsion 
between surface and positively charged N-terminus of the peptide. Despite these 
fluctuations, results clearly indicate an effort of the peptide to maximize the interaction 
with the surface, no matter what value of the voltage is applied. This view is supported by 
Figure 4-5a where time evolutions of distances of the imidazole rings from the surface are 
depicted. Positions of side chains fluctuate notably only when voltage of +50 V is applied, 
otherwise all the imidazole rings are located no farther than 1 nm from the surface during 
analyzed time.  

HIP system. As one can expect, the electrostatic forces between charged histidines 
(HIP) and mercury surface influence behavior of the peptide-surface complex. 
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On the first sight and rather surprisingly, there are not so big differences between 
orientation of protonated and deprotonated peptide relative to the mercury layer. The time 
evolutions of their distances from the surface are similar both for HIE and HIP systems for 
majority of applied voltages (Figure 4-4). Only when highly positive voltages of +25 V 
and +50 V were used, HIP system shows enhanced fluctuations of its middle part 
compared to the HIE system with neutral histidines since parts of the peptide are more 
repealed from the surface forming various kinks and loops. Although the upper end of the 
peptide is adsorbed on the surface, the central part remains desorbed, making loop with 
positive histidine residues pointing out of the surface. On the other side, this also 
illustrates that relatively high positive charge on the surface cannot fully prevent 
positively charged residues from approaching the vicinity of the surface. Stacking 
interactions between the surface and the histidine residues as well as the hydrophobic 

 

Figure 4-4. Time evolution of the z coordinates of the two points on protein backbone 
for 1 strand system. "TOP" is the CA carbon on the alanine most distant from the 
surface at the initial configuration; "MIDDLE" refers to CA carbon on middle alanine 
(see Figure 4-3a). Results in the left column are for deprotonated histidine (HIE), 
results in the right column for protonated histidine (HIP). 
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interactions of the alanine residues (CH3 group) can stand behind this behavior. 

Graph with time evolution of the z 
coordinates of the geometric centers of the 
imidazole rings (Figure 4-5b) shows that in 
the most negative system all imidazole 
rings except one are located within 0.3 nm 
from the surface. In -25 V system 
electrostatics still pushes histidine residues 
close to the surface and number of the 
adsorbed species is greater than in the HIE 
system. While in -10 V system charged 
histidine residues behaves similarly as in 
the matching HIE system, starting from -1 
V system histidine residues show greater 
fluctuations and, thus, positions close to 
the surface are less populated at the 
expense of the peaks far from the surface. 
Difference between neutral and charged 

 

Figure 4-5. Time evolution of the z coordinates of the geometric centers of the heavy 
atoms in imidazole rings. Color coding according to Figure 4-3. (a) for HIE system and 
(b) for HIP system. 

 

Figure 4-6. Merged histograms of the z 
coordinates of the geometric centers of 
the heavy atoms in imidazole rings for all 
applied electric fields. Axial density 
profiles of water oxygen and hydrogen 
included.  
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histidine residues is most visible for +25 V and +50 V systems, where fluctuations in the 
HIP systems are considerable. 

Position of imidazole rings. If we merge histograms of perpendicular positions of the 
imidazole rings for all applied voltages in HIE and HIP systems, four well separated peaks 
appear (Figure 4-6). The same holds true even for HIP system. Peaks are approximately 
located at regions 0 - 0.47, 0.48 - 0.57, 0.58 - 0.78 and 0.79 - 1.02 nm above the surface. A 
probable reason for this discrete arrangement of histidine residues is an inability of 
adsorption of all histidine residues to the surface due to steric reasons and structured water 
near the surface. Water oxygen density profile is depicted in the same graph as merged 
histograms (Figure 4-6). One can see that up to ~1 nm imidazole rings are mostly 
positioned between minima and maxima of the water oxygen density curve. This curve 
shows two distinct peaks positioned at 0.3 and 0.58 nm, respectively. In the case of HIE 
system the more distant peaks are more populated due to overall lower affinity of this 
system to the surface than in HIP system. 

4.3 Discussion 

There are certain similarities in both studies that dealt with chemisorbed biomolecules. 
First, in both studies an atomically flat surface with a regular structure was used as a 
substrate. Second, positive and negative electric fields were applied in both systems and to 
some extend their intensities overlapped (see Table 2-3). Third, DNAs and peptides with 
protonated histidines (HIP system) carry significant charge, although one has to keep in 
mind that these charges have opposite values and are located on different parts of 
biomolecules (ss-DNA backbone vs. histidine residue). And finally, both used 
biomolecules contain heteroatomic aromatic rings that can be involved in similar type of 
the weak intermolecular interactions. 

In the following text we will focus on ss-DNA/graphene systems denoted as 0.00, 
±0.01 and in the original manuscript [OK2] and on peptide/mercury systems denoted as 0 
V and ±50 V in previous chapter, because according to the Table 2-3 these systems have 
comparable voltage applied in a simulation cell. But it is important to recall different 
approach to generate electric field in a simulation cell. While in ss-DNA/graphene 
simulations electric field was generated by partial charges on each carbon atom in a 
substrate, in peptide/mercury simulations external electric field was applied by switching 
on corresponding option in Gromacs software. An approach applied in ss-DNA/graphene 
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simulations required enormous number of the compensating ions in the simulation cell and 
this could lead (besides other factors) to differences in two studied systems.  

Comparing systems with no voltage applied (Figure 4-7, middle graphs) is the most 
straightforward. One can see that it took ss-DNA molecule almost 40 ns to get close to the 
surface, while HIP peptide reached the surface in 20 ns. In neutral HIE peptide, middle 
part of the peptide reached surface even faster, within less than 10 ns. But overall behavior 
is very similar. Short initial period where ss-DNA/peptide strand remained in upright 
position was followed by sorption of other nucleobases/imidazole rings and this led after 
several nanoseconds to a spreading of the strand onto the surface with some 
nucleobases/imidazole rings stacked and some not. Figure 4-8 illustrates this on snapshots 
with typical conformations. For ss-DNA this behavior on graphene surface was supported 
by other experimental and theoretical studies [Hummer, 2001; Zhao, 2007; Johnson, 
2009]. In the case of peptide, it is hard to find supporting data due to unusual substrate and 
specific peptide constitution. It was suggested for pH neutral solution of the histidine 
amino acids, that the orientation of neutral HIE or charged HIP on the mercury electrode 
[Słojkowska and Jurkiewicz-Herbich, 1999] was with the neutral imidazole ring 
perpendicular to the Hg surface and NH3 group also directed towards the metal. Contrary, 
study conducted on gold surface concluded, that the HIE molecules are adsorbed through 

 

Figure 4-7. The distance of the (a) central phosphorus atom (in nm) of ss-DNA; and 
(b) middle CA atom of the HIP peptide strand; and (c) middle CA atom of the HIE 
peptide strand to the graphene and mercury layer, respectively. 
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the deprotonated nitrogen atom of the imidazole ring and with NH3 group located nearer 
to electrode than COO- [Lim, 2008]. One has to keep in mind, that these studies dealt just 
with amino acids in solution. Theoretical study on adsorption of the amino acids on the 
gold substrate [Hoefling, 2010] predicted very high affinity of amino acids with aromatic 
rings to the gold. Another study [Iori, 2009] also found stronger-than-expected 
interactions for aromatic amino acids. It was suggested [Hoefling, 2010] that these strong 
interactions may be caused by π-electron mediated effects and, simultaneously, the 
planarity of aromatic amino acids allows maximizing the dispersion interaction with the 
equally planar surface. 

Positive voltage in ss-DNA/graphene system has the same effect as negative one in 
peptide/mercury system (Figure 4-7 and Figure 4-8, left graphs). In +0.01 ss-DNA system, 

ss-DNA benefits from the mutual cooperative effect of the electrostatic and dispersion 
interactions and after few nanoseconds the whole ss-DNA is localized close to the surface 
and interacts via phosphates (by electrostatic forces) and as well as with majority of its 
bases (by dispersion forces) with the surface (80 %, Figure 4-9). In -50 V HIP system, the 
strands collapse on a shorter time scale (<5 ns) compared to +0.01 ss-DNA, but the 
number of the adsorbed heterocycles is similarly 80 % (Figure 4-9) and peptide adopts flat 
conformation as ss-DNA. Lower attraction between HIE system and negative surface 
compared to HIP system causes lower number of the stacked imidazole rings and structure 
with several kings. 

 

Figure 4-8. The typical conformations of ss-DNA, HIP and HIE peptides after the 
equilibrium is reached. 
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Figure 4-9. Fraction of the adsorbed 
nucleobases and imidazole rings in 
ss-DNA/graphene and peptide/mercury 
systems, respectively. Heterocycles were 
considered as stacked when N1/NE and 
N3/ND atoms in their heteroatomic rings 
were within 0.45 nm from the surface. 
Upper horizontal scale is for 
ss-DNA/graphene.  

Negative voltage in ss-DNA/graphene 
system and positive one in 
peptide/mercury system causes notable 
fluctuations of the strands (Figure 4-7 and 
Figure 4-8, right graphs). Electrostatic 
repulsion plays key role here while 
stacking interactions are suppressed, 
especially in the ss-DNA/graphene system. 
Mutual repulsion of the sugar-phosphate 
backbone and surface leads to bent 
structure of the ss-DNA with just first 
nucleobase stacked onto the surface 
(Figure 4-9). Peptide systems with 
negative voltage are highly dependent on 
protonation state of the histidine residue. 
Whereas HIE system shows mild response 
on increasing voltage and structures are 
still very close to the surface, remarkable 
fluctuations and upright position can be 
seen for the highest voltage applied in the 

HIP system (Figure 4-8). Similarly to negative surface charge, number of the stacked 
imidazole rings in HIP system is comparable to number of stacked bases in ss-DNA 
system.  
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5. Conclusion 

This thesis represents author's effort to learn advanced computer modeling methods 
and to apply them to study interactions of biomolecules with mineral surfaces. Where 
necessary, auxiliary studies (in terms of the main goal of this thesis, but otherwise 
representing interesting studies themselves) of interactions of molecules with the aqueous 
solutions without a presence of surfaces or interactions of water and ions with the surfaces 
(inevitable to understanding of the adsorption of molecules) were carried out. As a result 
of this effort three articles on adsorption and two others that dealt with biomolecules in 
water were published in international peer-reviewed journals. One more is submitted.  

Four different surface models were prepared, parameterized and used in simulations. 
Special effort was paid to the quartz (101) surface that was parameterized to reflect its 
nature under neutral and basic pH conditions [OK1], i.e. to device models of charged 
surface corresponding to these conditions. The validity of the quartz and graphene surface 
[OK2] models was confirmed by comparison with experimental data. In both case, 
agreement in positions of the structured water molecules above the surface was 
satisfactory. Fairly good agreement was found in positions of the rubidium ions above the 
quartz surface, where two experimentally observed peaks were suggested to be completed 
with one more peak positioned between these two. In the case of the mercury surface, 
several parameters taken from literature were compared with ab initio derived data. The 
best matching parameters were used in subsequent study on chemisorption of peptides. 
Due to compatibility issues, well-established parameters by Matsui and Akaogi for rutile 
surface were replaced by parameters by Brandt and Lyubartsev that suit better for systems 
combining inorganic surface with biomolecules. Since good agreement was found, rutile 
surfaces with implemented Brandt and Lyubartsev parameters were used in subsequent 
oxalate adsorption study. All prepared models will serve for further simulations in the 
Předota's group. 
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 Prior to an adsorption study, oxalate dianion and hydrogenoxalate ion were inspected 
by means of AIMD to get detailed information about structures and solvation shells of 
these species [OK4]. Oxalate was confirmed to adopt staggered conformation in water. 
The most stable conformation of a hydrogenoxalate from ab initio optimizations in 
implicit solvent was denied by AIMD in explicit water environment. Extended analysis 
supported AIMD results that predicted disruption of intramolecular hydrogen bond and 
transitions from planar to staggered structure is correct. Solvation shell of both ions was 
described in detailed and final results served as benchmark for oxalate model 
parameterization. RESP procedure was used to derive first trial model of an oxalate for 
CMD. Subsequent tuning of partial charges together with bonded and non-bonded 
parameters led to new model of oxalate dianion that should behave properly in contact 
with water and ions. 

Preliminary results for physisorption of the oxalate on a rutile surface and nucleobases 
on a quartz surface were presented here. Different adsorption patterns of four nucleobases 
were revealed with a help of bivariate plots. Results suggested that each nucleobase 
behaves uniquely and it is hard to find any unifying binding motif even within purine or 
pyrimidine bases. Regarding oxalate on rutile surface, it was shown that despite its high 
negative charge oxalate occupies similar positions as structured water above the surface. 
An adsorption activity increased with increasing positive charge on a surface. Further 
work on this topic is currently followed by another doctoral student . 

Two published studies dealt with chemisorbed biomolecules: in one of them we 
studied single- and double-stranded DNA on a graphene surface [OK2] and in other we 
focused on peptide wires on a mercury surface [OK3]. Study of DNA on a graphene 
surface outlined the role of surface charge on DNA adsorption and found notable 
differences in ss- and ds-DNA adsorption. While in ds-DNA electrostatic forces between 
charged surface and ds-DNA backbone play major role, in ss-DNA stacking interactions 
become also involved and in particular cases stacking interactions can compete with 
electrostatic forces, making adsorption of ss-DNAs more varied compared to ds-DNA. In 
combined experimental and ab initio study [OK3], ability of peptides with particular 
composition to act like proton wires was confirmed. Subsequent CMD study  focused on a 
more detailed analysis of chemisorbed peptide(s). Mainly the role of the surface charge in 
combination with different protonation states of the histidine residues was described. 
While peptides with neutral histidines were found to be rather insensitive to different 
surface charge, peptides with protonated histidines showed greater sensitivity to surface 
charge applied.  
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To summarize, in this thesis the author attempted to demonstrate the applicability of 
methods of molecular dynamics to describe adsorption of various chemical species (going 
from water and ions through small organic molecules to larger biomolecules) on various 
types of inorganic surfaces. Since adsorption events stand behind various natural and 
artificial processes and experimental techniques, presented results provide information 
relevant for many fields of biophysics. 
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ABSTRACT: The original force field for clay materials
(ClayFF) developed by Cygan et al. (J. Phys. Chem. B 2004,
108, 1255) is modified to describe negative charging of the
(101) quartz surface above its point of zero charge (pH ≈

2.0−4.5). The modified force field adopts the scaled natural
bond orbital charges derived by the quantum mechanical
calculations which are used to obtain the desired surface
charge density and to determine the delocalization of the
charge after deprotonation of surface silanol groups. Classical
molecular dynamics simulations (CMD) of the (101) surface of α-quartz with different surface charge densities (0, −0.03, −0.06,
and −0.12 C m−2) are performed to evaluate the influence of the negative surface charge on interfacial water and adsorption of
Na+, Rb+, and Sr2+ ions. The CMD results are compared with ab initio calculations, X-ray experiment, and the triple-layer model.
The modified force field can be easily implemented in common molecular dynamics packages and used for simulations of
interactions between quartz surfaces and various (bio)molecules over a wide range of pH values.

1. INTRODUCTION

Silicon dioxide with all its crystalline and amorphous
modifications is one of the most abundant materials of Earth’s
crust. α-Quartz (α-SiO2) is a crystalline form of silicon dioxide,
stable up to 573 °C,1 which can be found in soils, clays, and
rocks, constituting about 20% of the Earth’s exposed crust.2,3

Because of the abundance of water in natural environments, the
quartz−water interface is of particular interest for many
geological,4−7 biological,8,9 and technological10,11 applications.
Interfacial water can also mediate the interaction of (bio)-
molecules with surfaces,12−14 and these interactions play a
primary role in many detection techniques, such as microarray
technology,15,16 quartz microbalance,17 chromatography,18 and
nanopore synthetic silicate membranes.19 These interactions
are also relevant for prebiotic chemistry.20 Furthermore, it is
believed that the presence of the hydroxyl groups on the quartz
surface and their ability to make strong hydrogen bonds with
biomolecules is the main cause of pulmonary inflammation
(silicosis).21

Quartz surface exposed to water is covered with rather
strongly acidic hydroxyl groups, silanols, that become partially
deprotonated above the point of zero charge. It has been
suggested that the pHpzc at the point of zero charge (PZC) for
quartz is approximately 2.0−4.5.22−25 As the pH is increased,
the number of deprotonated silanols and the negative charge of
the surface increase and the properties of the surface and the
interface are changed considerably. Accurate determination of
pHpzc is hampered by the fact that the curve of surface charge
density versus pH is very flat in the range from 0 to 4.25,26

Measurements of PZC of quartz are, moreover, more difficult
because of its high dissolution rate in water.27−29

For neutral crystalline30−32 and amorphous31,33−37 forms of
SiO2 there are several force fields available that were
parametrized against different benchmarks (quantum mechan-
ical simulations or experimental results), and these use diverse
force field terms and serve to describe different features of
silicates. On the other hand, force fields that incorporate
deprotonated silanol groups are rare. Hassanali et al.38

augmented their force field for neutral amorphous silica
surface33 with new Si−O− parameters. Concerning charges,
only the partial charge on oxygen of the deprotonated silanol
group was changed from −1.2 to −1.6, all other charges were
not modified. Because of the rather large charge of the
hydrogen, +0.6, this force field correctly accounts for the
change in surface charge upon deprotonation. The simple BKS
potential that uses only pair interactions to maintain the proper
structure of a SiO2 slab had to be extended with three-body
“blocking potentials” to prevent unintentional, and sometimes
unphysical, bond formation driven by strong Coulomb
interactions within both nondissociated and dissociated models.
Furthermore, Buckingham potential parameters between Na+

and surface oxygens were added to existing Buckingham
interactions among surface atoms; however, all other
interactions between salt, water, and silica were described by
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a Lennard-Jones potential. Three-body blocking and SiOH
bending potentials, together with a combination of two types of
van der Waals potentials, limit compatibility of the Hassanali et
al. force field with common biomolecular force fields. As a
starting point for another force field with deprotonated silanol
groups, Butenuth et al.39 chose the force field of Cole et al.34

Bader charge analyses on quartz periodic systems, amorphous
periodic, and cluster systems have revealed that upon
deprotonation, charge spreads only to the nearest neighbors;
thus, only charges of deprotonated oxygen, bonded silicon, and
three adjacent oxygens were changed to yield the overall change
of charge of −1. On the contrary, the ESP method has provided
less consistent results for given systems and has predicted a
greater penetration of the charge to more distant atoms. All
other parameters of the original force field were not modified.
The resulting force field was evaluated against ab initio derived
interaction curves for a water molecule over different surface
species. This force field includes specific cutoff functions of the
three-body interactions,39,34 which might limit the implemen-
tation of this force field in standard simulation software. Emami
et al.40 developed a force field for silica that is compatible with
all main simulation software packages and is parametrized for
commonly used force field terms (12−6 Lennard-Jones for
nonbonded interactions, harmonic terms for bonded inter-
actions, etc.). This article follows previous work of this group
on Interface force field,41 but it does not explicitly state that it is
the part of this force field, so we will call this force field “Emami
et al. force field” in the following text. Emami et al. force field
was validated against various structural and dynamical proper-
ties of bulk silica and the silica−water−ions interface and is
projected as a universal force field for different silica
modifications and different cleaved faces. Because the Emami
et al. force field was released during preparation of this paper,
we included results on the quartz (101) system with this force
field for comparison.
Molecular dynamics simulations of ions interacting with

negative amorphous silica surface are described in a few
articles.42,43 Haria and Lorenz42 studied behavior of 0.5 M
NaCl and CaCl2 solutions in amorphous silica nanopores of
different radius and under an applied external electric field. A
surface charge density of the substrate was set to −0.144 Cm−2.
Zhang et al.43 focused on the validity of the Gouy−Chapman−
Stern layer utilizing both molecular dynamics simulations and
continuum theory. Amorphous silica with surface charge
density −0.127 C m−2 was used as a model surface. For neutral
quartz surface, Joseph and Aluru44 provided atomistic modeling
data on adsorption of K+ and Cl− ions in nanochannels of
various diameter.
In this contribution, the negatively charged quartz surface is

described by a modified ClayFF force field because it was
shown in our previous work45,46 that for neutral α-quartz
surfaces ClayFF gives a closer agreement with the ab initio
molecular dynamics (AIMD) results for water interactions with
silanol groups than Lopes et al.30 and CWCA35 force fields.

Simulations using ClayFF compared favorably with dielectric
spectroscopy data in the work of Wander and Clark47 who
studied the structure, orientation, and dielectric properties of
water on the (0001) surface of quartz. It was also shown in the
work of Bourg and Steefel48 that ClayFF force field predicts
structural parameters of SiO2 (radial distribution functions,
RDFs) much more accurately than other tested two-body
interaction models. Moreover, a considerable advantage of the
ClayFF force field is its easy transferability into various MD
software packages used for biomolecules simulations (Amber,
Gromacs, LAMMPS) because only two terms for nonbonded
interactions are employed, namely Coulombic and Lennard-
Jones van der Waals terms, and two harmonic terms to
maintain proper angles and bond lengths in silanols. In
contrast, Hassanali et al. and Butenuth et al. force fields for
charged silica surface include nonstandard terms.
In the present study, using both cluster and periodic plain-

wave quantum mechanical calculations, partial charges of the
original ClayFF force field were modified to incorporate
deprotonation of the silanol groups, which changes the surface
charge by exactly −1e. Only the partial charges of atoms are
modified; the other interaction parameters remain identical to
those of the original ClayFF. New parameters were tested on
the three systems with surface charge densities −0.03, −0.06,
and −0.12 C m−2, corresponding to pH values of about 7.5, 9.5,
and 11, respectively.24 These results were compared with those
for a neutral, fully hydroxylated surface (pH 2.0−4.5). The
present work extends our previous studies involving the oxide
surfaces, quartz (α-SiO2), rutile (α-TiO2), and cassiterite
(SnO2), which used a combined CMD/ab initio/X-ray
approach45,46,49−54 to study the metal-oxide−aqueous solution
interface.

2. QUANTUM MECHANICS

2.1. Surface Optimization. The neutral quartz (101)
surface was optimized with the CASTEP program package.39 A
three-dimensional (3D) supercell consisting of 1 × 1 surface
unit cells was used to model the 101 surface geometry. In
analogy to the earlier TiO2 study of Bandura et al.,55 SiO2

surface slabs, five Si layers thick, were considered, separated by
a 15 Å vacuum gap. Calculations employed the Perdew−
Burke−Ernzerhof functional and ultrasoft potentials that allow
small plane wave cutoff energy of −340 eV to be applied. K-
points were chosen according to the default CASTEP scheme.

2.2. Charge Derivation. From the crystal structure we
have generated a cluster with 392 atoms and a surface area of
about 5.40 nm2. The cluster was used for the calculation of the
wave function using the B3LYP/6-31(+)G* level of theory
(diffuse functions were used only for electronegative oxygen
atoms). Partial atomic charges were derived using ChelpG and
natural bond orbital (NBO) methods as implemented in the
Gaussian 03 program. Only atoms at least three bonds from the
edges of the cluster were used for the charge parametrization.

Table 1. Comparison of the ClayFF Charges and the Scaled NBO Chargesa

method SiB OB SiS OS Sih Oh Hh SiO− O−

ClayFF/0.00 = qi0 2.100 −1.050 2.100 −1.050 2.100 −0.950 0.425 − −

NBO/0.00 2.100 −1.050 2.090 −1.050 2.070 −0.900 0.420 − −

Δ(NBO/−1.0) = Δqi 0.000 0.000 −0.040 0.019 −0.035 0.015 −0.003 −0.130 −0.031b

aThe relative changes of the surface atom charges upon deprotonation are shown in the third row. bA relative change of charge of the deprotonated
oxygen O− with respect to the Oh atom type.
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At first the NBO and ChelpG charges were calculated for a
neutral cluster model of SiO2. The NBO method offered much
smaller variations, of the charges, between the atoms of the
same type compared to the ChelpG method. Thus, we decided
to continue with more compact NBO charges in subsequent
calculations. The NBO charges calculated for the neutral system
were systematically larger than the ClayFF ones; however, using
one scaling factor of 1/1.27 for all atom types, the NBO charges
were able to reproduce almost exactly the ClayFF charges.
Because the differences between our scaled NBO charges and
the ClayFF ones were small, we decided to use ClayFF charges
without modifications. The two sets of atomic charges for the
neutral surface are summarized in Table 1; atoms Sih, Oh, and
Hh denote silanol atoms and O

− deprotonated silanol oxygen.
The other atom types are identified in Figure 1.
The scaled NBO charges were also calculated for the

negatively charged surface. We started with the same cluster as
for the neutral surface, but this time one hydrogen atom was
removed from the OH group located roughly in the middle of
the surface. On the basis of the comparison of the optimized
geometries of Si3(OH)9Si(OH) and Si3(OH)9SiO

− complexes,
the Si−O− distance was shortened to 0.1539 nm in the cluster
model. This procedure should be realistic because the Si−OH
distance of 0.1636 nm in the Si3(OH)9SiOH complex is in a
good agreement with the Si−OH distance of 0.1629 nm found
in the neutral optimized crystal.
Differences between the scaled NBO charges of the atoms on

the neutral and negatively charged surface, Δqi, are given in the
third row of Table 1. Deprotonation leads to a local
deformation of the crystal structure due to two basic effects:
(1) Disruption of the regular arrangement of the silanol SiOH
groups on the surface enhances repulsion between the oxygens
in the silanol groups and promotes reorientation of the
neighboring OH groups. (2) The strong and polar Si−O− bond
in the optimized Si3(OH)9SiO

− cluster depolarizes and
prolongs the neighboring Si−O bonds, compared with the
neutral Si3(OH)9SiOH structure, by about 0.06 Å. This
disturbance is not localized on the deprotonated silanol
group, but the more loosely bound oxygen atoms are, on the
contrary, more strongly bound to the adjacent Si centers (the

bonds are 0.04 Å shorter than in the neutral structure), which
forms three prolonged Si−O bonds (by 0.02 Å) with more
distant oxygen atoms. In this way, the disturbance of the crystal
structure, caused by the deprotonation, decays with increasing
distance. Our model reflects these geometrical changes showing
less negative charges of the Oh and Os atoms on the
deprotonated surfaces, despite a more negatively charged
surface, which weaken the Si−OS and Si−OH bonds by a
decrease of their polarity (see the discussion below).
We did not consider the charge penetration into the crystal,

but the excess charge was spread over the atoms on the surface
only. The same simplification was used previously in the
parametrization of the charged TiO2 surface;

35 it enabled us to
minimize the number of the atom types, keeping the force field
as simple as possible.
We tested two possible schemes of charge assignments for

negatively charged surfaces: (i)The missing charge −0.575 e
was distributed proportionally to the calculated Δqi differences.
This led to a monotonous lowering of the negative charge on
the Oh and Os atoms, decreasing continuously the polarity of
the Si−OS and Si−OH bonds with increasing negative surface
charge. (ii) The atomic charges were modified by the unscaled
Δqi differences, and the rest of the negative charge was spread
uniformly over all atoms of the surface. The final atomic
charges, qin, were calculated according to eq 1, where qi0 are
atomic charges on the neutral surface, Δqi are charge
differences (Table 1, third row), Ni is a number of atoms of
the given atom type i, and n is the number of deprotonated
silanol groups. Because the removed hydrogen had a positive
charge of 0.425 e, the charge of −0.575 e per one deprotonated
silanol had to be redistributed over the remaining surface
atoms.

= + Δ +
− − ∑ Δ

∑

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟q q q

n q N

N

[ 0.575 ( )]
in i i

i i i

i i
0

(1)

The polarity of the Si−OS and Si−OH bonds was roughly
the same for all negatively charged surfaces because the higher
the negative surface charge, the larger the amount of the charge
redistributed uniformly. The charge redistribution resulted in a

Figure 1. System setup. (a) The simulation cell with dimensions. (b) Magnified part of the surface with the outer and inner silanols labeled. The
green line defines the zero plane. The black dotted line distiguishes the boundary between bulk and surface atoms in our force field (see the text)
labeled as bulk silicon (SiB), bulk oxygen (OB), surface silicon (SiS), surface oxygen (OS), and silanol groups SiOH, SiO

−. (c) Flexible and fixed part
of the substrate during NVT equilibration and production runs. (d) Positions of the deprotonated silanol groups for the three studied surface charge
densities.
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nonmonotonous dependence of the Oh and Os partial charges
with the surface charge (Table 2). However, scheme (ii) led to
a better agreement between the MM and ab initio MP2
interaction curves for the water−surface interactions (see
Figure 2) compared to that resulting from scheme (i). Note

that differences in atomic charges were small (up to 0.05 e)
when comparing the two schemes, and a negligible influence on
the results of MD simulations was observed.
The final charges of the surface atoms for four studied surface

charge densities, resulting from the coverage of the
deprotonated oxygen atoms, are summarized in Table 2.
2.3. Interaction Curves. To make a first evaluation of our

new derived charges for the deprotonated surface, we calculated
an interaction curve for a single water molecule approaching a
deprotonated silanol group using several CMD force fields.
Similarly to the studies of Hassanali et al.38 and Butenuth et
al.,39 a single water molecule was rigidly moved perpendicularly
to the deprotonated silanol from height 1.0 to 0.2 nm. The
configuration with H atoms of water (the dipole moment)
pointing toward the oxygen on a deprotonated silanol group
was chosen for this study because of its attractive nature, the
available reference interaction curve for the same configuration
calculated on the MP2 level in the study of Butenuth et al.39

(Figure 2) and, finally, because of good reproducibility of this
path compared to more favorable but not uniquely described
configuration mentioned in Hassanali et al.38 (Figure 3 and
Path 1 therein). Results show that our modification of ClayFF
force field provides a very good fit to the reference MP2
interaction curve, with the energy minimum on our interaction
curve 1.5 kJ mol−1 above the reference curve and steeper
repulsion at separations <0.25 nm. Note that our force field
performs better around the minimum of potential compared to
the MM fit of Butenuth et al.39 The interaction curve computed
with Emami et al. force field has a minimum shifted to a larger
distance compared to the MP2 curve, otherwise its shape is
similar to Butenuth’s curve. Results for another path with water

vertically approaching deprotonated silanol with one of its
hydrogen atoms facing the deprotonated silanol are provided in
the Supporting Information, Figure SI1.

3. CLASSICAL MD

3.1. Setup. The unit cell of the α-quartz (101) surface has
been cleaved from a default bulk quartz crystal structure using
the Inorganic builder plugin of the VMD software.56 The
simulation supercell replicated 4 × 4 × 1 from the unit cell had
dimensions a = 5.500 nm, b = 3.982 nm, and c = 1.8 nm with
five Si layers within the slab (Figure 1a,c). The total area of the
simulation cell was 21.901 nm2. Each unit cell had 8 silanol
groups (SiOH) on one side, replicated to 128 silanol groups on
one side of the simulation supercell. As shown in Figure 1d, 4,
8, and 16 silanol groups were deprotonated on one side of the
surface to obtain surface charge densities of approximately
−0.03, −0.06, and −0.12 C m−2, respectively. The other side of
the surface was left neutral. A regular distribution of the
deprotonated silanol groups on the surface was chosen to
minimize their mutual Coulombic repulsion.50 It is presumed
that outer silanols are more accessible for water and more acidic
than inner silanols; thus, only silanol groups in the upper rows
(outer silanols) were deprotonated.45 This presumption could
be verified by computing pKa values of outer and inner silanol
groups using ab initio free energy calculations in explicit
solvent. The difference in ab initio energies between the
nonhydrated minimized structures with deprotonated upper
versus lower silanols, about 74 kJ mol−1, is large enough to
indicate preferential deprotonation of the upper silanol.57

Sodium and chloride ions were dissolved in the aqueous
phase to maintain electroneutrality and to explore their
interactions with the surface. Concentration of chloride ions
was set to approximately 0.3 M, and the number of cations
equaled the number of chloride ions plus the number of
deprotonated silanols to compensate the negative surface
charge. Numbers of ions are summarized in Table 3; the
number of Cl− applies to all combinations with cations. The
bulk concentrations of salts were about 0.40 M for NaCl and
RbCl and 0.20 M for SrCl2.
ClayFF force field32 was used to describe the fully

hydroxylated and partially deprotonated surfaces. This force
field applies nonbonded Coulombic and Lennard-Jones terms.
Only two bonding terms are included, one for the O−H bond
stretching and one for the Si−O−H angle bending.

Table 2. Partial Charges (qin) on Various Atom Types for All Studied Surface Charge Densities

atom type SiOH SiO−

surface charge SiB OB SiS OS Sih Oh Hh SiO− O−

0.00a 2.10 −1.05 2.10 −1.05 2.10 −0.95 0.425 − −

−0.03 2.10 −1.05 2.05842 −1.03258 2.06342 −0.93658 0.42042 1.96792 −0.98258

−0.06 2.10 −1.05 2.05590 −1.03510 2.06090 −0.93910 0.41790 1.96560 −0.98510

−0.12 2.10 −1.05 2.05078 −1.04022 2.05578 −0.94422 0.41278 1.96024 −0.99022
aOriginal ClayFF charges.32

Figure 2. Interaction curves of water molecule approaching oxygen on
deprotonated silanol group.

Table 3. Numbers of Ions Used in Simulations

surface charge density (C m−2) Na+ Rb+ Sr2+ Cl−

0.00 32 32 16 32

−0.03 36 36 18 32

−0.06 40 40 20 32

−0.12 48 48 24 32
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The Si−O distance in the silanol group as well as any Si−O
interaction is controlled only by nonbonded interactions, which
properly describe both the equilibrium Si−O distance in
protonated silanols45,58 as well as the shortening of this bond in
deprotonated silanols caused by a charge enhancement of the
deprotonated silanol oxygen (O−) upon its deprotonation. This
trend is in a good agreement with the density functional theory
(DFT) calculations described above. The same van der Waals
and bonding parameters were used for both uncharged and
charged systems. The force fields for neutral and charged
surfaces thus differ only in partial charges of the surface atoms
(Table 2). SPC/E water model59 was employed in conjunction
with new parameters for Na+ and Cl− ions derived to prevent a
cocrystallization of ions during long nanosecond runs.60

Standard Lorentz−Berthelot mixing rules were used for the
cross interactions. All used force field parameters are
summarized in Table 4.

Molecular dynamics simulations were performed using the
Gromacs 4.5.3 software package.62 Systems were minimized
using a steepest descent integrator. The equilibration stage
consisted of a 0.1 ns simulation run in NVT ensemble and 1 ns
simulation run in NPT ensemble to achieve a system pressure
of 1 bar. The subsequent production (NVT) run lasted 50 ns.
In all simulations, a 1 fs step was used with the leapfrog
algorithm, the cutoff distance was set to 1.2 nm for both short-
range electrostatic and van der Waals interactions, and the
Lincs algorithm was used to constrain the bonds involving
hydrogen atoms. Three-dimensional particle mesh Ewald
summation (PME) with the correction for the 2D periodic
geometry (EW3DC)63 was used to treat the long-range
electrostatics. The Nose−Hoover thermostat with a coupling
time set to τ = 1.0 ps maintained the temperature of 298 K. The
pressure during the NPT equilibration phase was controlled by

semi-isotropic pressure scaling only in the z-direction using the
Parinello−Rahman barostat set to 1 bar with a coupling time of
τ = 1.0 ps.
The silanol atoms and surface SiS and OS atoms (see Figure

1c) were completely flexible in all simulations. In NVT
simulations, all other atoms of the crystal were kept immobile
to prevent the surface displacement in the z-direction, which
would smear the axial profiles determined from the z-
distribution of atoms.45 During the NPT simulations, these
atoms were allowed to move only in the z-direction to allow
pressure equilibration, while preserving the correct surface
geometry. The configurations were saved every 1 ps. To
compare axial profiles of all simulated systems, the zero height
was defined by a mean position of all surface silicon atoms of
the topmost layer, i.e., silicon atoms in silanol groups and
surface silicon atoms (SiS) (Figure 1b).
Equilibration phase of the systems simulated with Emami et

al. force field consisted of two phases. First, the surface alone
was equilibrated in NPT ensemble with isotropic scaling for 0.1
ns, followed by (after adding solvent molecules and ions) a 1 ns
run in NVT ensemble. Production runs with the Emami et al.
force field were performed in NPT ensemble with pressure
controlled by semi-isotropic pressure scaling only in the z-
direction using the Parinello−Rahman barostat set to 1 bar with
a coupling time of τ = 1.0 ps. The time step was set to 2 fs, and
the overall trajectory lasted 50 ns. Because this force field
includes bonding terms for all surface atoms, all atoms in the
simulation box were allowed to move freely.

3.2. Interfacial Water. Behavior of water molecules was
not affected by the type of dissolved cations; therefore, only
results for simulations with sodium ions are discussed below.
Figure 3 shows axial number density profiles of water

oxygens (Ow) and hydrogens (Hw) for all surface charge

densities with positions of the peaks summarized in Table 5.
For Ow, the position of the first and second peak shifts slightly
farther from the surface (by less than 0.02 nm) with increasing
charge density due to increasing electrostatic repulsion between
negatively charged Ow and the negatively charged surface. The
heights of the peaks are nearly the same for all profiles. Our

Table 4. Summary of Nonbonded and Bonded Parameters

Nonbonding Parameters

σ (nm) ε (kJ mol−1) q (e)

Si (bulk/surface)a 0.302 000 7.698 56 × 10−6 Table 2

O (bulk/hydroxyl)a 0.316 557 0.650 629 Table 2

H (hydroxyl)a 0.000 000 0.000 000 Table 2

O (water)b 0.316 557 0.650 629 −0.8476

H (water)b 0.000 000 0.000 000 +0.4238

Na+c 0.215 954 1.475 450 +1.0

Na+d 0.282 415 0.393 296 +1.0

Rb+c 0.309 498 1.862 310 +1.0

Sr2+e 0.331 410 0.418 400 +2.0

Cl−c 0.483 045 5.349 24 × 10−2 −1.0

Cl−e 0.440 104 0.418 400 −1.0

Bonding Parameters

r0 (nm) kb (kJ mol
−1 nm−2)

|Oh−Hh|
a 0.1000 463 700

θ0 (deg) kθ (kJ mol
−1 rad−2)

∠Si−Oh−Hh
a 109.47 251

aClayFF force field parameters.32 bSPC/E.59 cJoung and Cheatham.60
dHeinz et al.41 ePalmer et al.61

Figure 3. Axial density profiles of water oxygen Ow (solid lines) and
hydrogen Hw (dashed lines) for all surface charge densities. Positions
of experimentally observed density peaks for water are shown by red
dashed lines. In the case of the Emami et al. force field, just results for
the system with surface charge density −0.12 C m−2 are shown. Only
results for sodium are shown.
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simulations with the Emami et al. force field show both peaks
consistently shifted by 0.035 nm toward the surface compared
to simulations with our modification of ClayFF force field, but
the overall shape of Ow axial density profile is similar for both
force fields.
New experimental data of Bellucci et al.64 allow us to

compare positions of the water density peaks from simulations
and experiment. In their work, they used as the zero height
reference the positions of the unrelaxed oxygens in the silanols;
therefore, in Table 5 we list their data increased by 0.17 nm, i.e.,
the vertical separation between silicon atoms (our definition of
zero height) and oxygen atoms in the topmost layer.
For water (with 0.01 M RbCl dissolved), the best fit model

to X-ray reflectivity measurements had two adsorbed water
layers with first peak positioned at 0.34 nm and second peak at
0.56 nm above last layer of silicon atoms. Our modification of
ClayFF force field gives perfect agreement in position of the
first peak (Table 5), while Emami et al. force field has first peak
shifted by 0.035 nm closer to surface. In the case of the second

peak, the situation is reversed. Emami et al. force field perfectly
matches the experimental position of the second peak while our
force field gives position shifted by 0.04 nm out of the surface.
Both force fields thus confirm occurrence of two ordered layers
of water near the quartz surface that was not observed in the
study of Schlegel et al.65

For Hw, the situation is different. With increasing charge
density, the position of the first peak around 0.28 nm shifts
toward slightly lower z values while the position of the second
peak remains around 0.38 nm. The heights of the peaks change
considerably. While the 0.00 profile has a higher density of
hydrogen atoms in the second peak, with increasing charge
density the height of the first peak grows at the expense of the
second peak because of attraction of Hw toward the negative
surface and particularly the deprotonated silanols. Another
remarkable change is a disappearance of the shoulder visible
around 0.2 nm for the neutral surface. This shoulder can be
attributed to hydrogen bonds between Hw and the inner silanol
oxygen atoms Oh

I.45 The decrease in the number of these H-
bonds on the negatively charged surfaces can be explained by
an increased preference of water molecules toward deproto-
nated outer silanol.
To visualize the binding positions of the water molecules in

the first layer (z < 0.45 nm), lateral density profiles are reported
in Figure 4. For the neutral surface (Figure 4a), one can
recognize a periodic pattern with two distinct maxima. The first
one is located near each outer silanol group with Hw hydrogen
bonded to silanol oxygen Oh and Ow facing the neighboring
silanol group. The second maximum lies near the inner silanol
groups with a bonding pattern similar to that in the first case.
With increasing charge density the situation quantitatively and
even qualitatively changes. Each deprotonated silanol group
strongly attracts water molecules, and this is clearly reflected in
lateral density patterns. Ow and Hw lateral densities move from
neutral silanol groups toward deprotonated ones, creating four

Table 5. Positions of the Maxima (in Nanometers) of Water
and Rubidium Density Peaks for the Most Charged System
(−0.12 C m−2)

exptl.a
this
work

Emami
et al.b

DFT
neutralc

DFT
chargedd

water first peak 0.34 ± 0.01 0.341 0.305 0.365

water second
peak

0.56 ± 0.08 0.601 0.565 0.652

rubidium first
peak

0.33 ± 0.01 0.381 0.335 0.398 ∼0.39 or
0.494

rubidium
second peak

0.79 ± 0.2 0.591 0.555 0.768 0.604

aExperimental work by Bellucci et al.64 bOur simulations with Emami
et al. force field.40 cDFT data by Bellucci et. al for neutral surface.64
dDFT data by Bellucci et. al for charged surface.64

Figure 4. Lateral density of water computed for the distances 0.00−0.45 nm above the surface, corresponding to the first layer. Density of hydrogens
(Hw) is in blue and density of oxygens (Ow) in red. Positions of outer silanols are highlighted by black dots, and positions of inner silanols are
highlighted by black crosses; deprotonated silanols are highlighted by orange dots. Graphs are for surface charge densities (a) 0.00 C m−2, (b) −0.03
C m−2, (c) −0.06 C m−2, and (d) −0.12 C m−2. Only results with sodium are shown.
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maxima (Figure 4b,c,d). At the same time, water lateral density
around neutral silanol groups decreases, mainly around the
inner ones.
Radial distribution functions between various atoms comple-

ment the bonding pattern of water. Figure 5a shows RDFs of

the Oh and Hw, and it is clear that except for the height of the
first peak of the outer silanol, curves do not change with
increasing charge density. The heights of the first peaks for
protonated outer silanols decrease from 0.00 to −0.12 systems;
the running coordination number (RCN) decreases from 1.23
to 1.13, respectively (Figure SI2a in Supporting Information).
This can be explained by greater hydration of deprotonated
silanols that attract water molecules from neighboring
protonated outer silanol groups. This is probably also true for
the inner silanols, but here RCN slightly increases from 0.73 to
0.84 for 0.00 and −0.12 systems (Figure SI2a in Supporting
Information). This is caused by greater solvent accessibility of
Oh atoms of inner silanol groups on the charged surface
because of a change of the Oh−Hh bond orientation. This can
be documented by a dramatic decrease of Hh−Ow RDFs with
increasing charge density (the lower part of Figure 5b), which
means that hydrogen bonding between inner silanol Hh and
water oxygen Ow almost disappears for the −0.12 surface. This
can be also illustrated on RCN that changes from 0.73 to 0.18
for 0.00 and −0.12 systems, respectively (Figure SI2b in
Supporting Information). The analysis of average Hh positions
explains this behavior (Figure SI3a in Supporting Information).
For the neutral system, hydrogen atoms of inner silanols Hh

(on average) face the solution and are fully accessible for
hydrogen bonding with water oxygen atoms, Ow. However,
with increasing negative charge density these hydrogens are
more strongly attracted by the negative charge of the surface.
As a result, they are oriented more toward the surface (Figure
SI3b in Supporting Information) and become less accessible for
the water molecules. Thus, the number of Hh−Ow hydrogen
bonds decreases with increasing charge density, while the
number of Oh−Hw bonds increases very slightly.
The number of water molecules coordinated to deprotonated

silanol changes from about 3 to 3.5 when increasing charge
density from −0.03 to −0.12 C m−2 (Figure SI4 in Supporting
Information), while the number of water molecules coordinated
to protonated silanol oxygen is about 1 for all surfaces (Figure
SI2 in Supporting Information). Information on the orientation

of water molecules at the interface for quartz, including
comparison with rutile, is given in Figure SI5 in Supporting
Information.

3.3. Ions. The axial density profiles of sodium, rubidium,
and strontium ions are shown in Figure 6, with shading

identifying distinct adsorption types. For all types of cations
one can see an increasing number of cations close to the surface
with increasing negative surface charge density. The amount of
adsorbed ions is nearly proportional to the surface charge,
though for monovalent ions (Na+, Rb+) it is nonzero for the
neutral surface (see also Figure 8). In other aspects the density
profiles differ from each other. In the case of the sodium cation,
there are four distinguishable peaks up to a distance of 1 nm; in
the −0.12 system, the second peak overlaps with the first one
and makes a shoulder. Similarly to ion adsorption on the
hydroxylated rutile surface,51,66 positions of the adsorption
peaks do not change with increasing charge density. Haria and
Lorenz,42 who studied amorphous silica nanopores with a
surface charge density of −0.144 C m−2 and applied external
electric field, E = 0.5 V nm−1, found only one broad peak for
Na+ ions with a maximum at 0.40 nm. This broadening of the
Na+ peak may be caused by an irregular distribution of
deprotonated sites on the amorphous silica surface. The shift of
their maximum to a higher value compared to our maximum
(0.35 nm) can be caused by a different definition of the zero
plane; ref 42 does not provide this definition.
To distinguish between inner-sphere and outer-sphere types

of adsorption and to evaluate the number of contacts with
silanol groups in the case of inner-sphere adsorption

Figure 5. Radial distribution functions (a) of the silanol oxygen (Oh)
and water hydrogen (Hw) and (b) the silanol hydrogen (Hh) and
water oxygen (Ow). Upper graphs are for the protonated outer silanol
groups, and the lower graphs are for the inner silanol groups.

Figure 6. Axial density profiles of sodium (top panel), rubidium
(middle panel), and strontium (bottom panel) ions for all surface
charge densities. Our results for simulations with the Emami et al.
force field40 are for surface charge density −0.12 C m−2. Positions of
experimentally observed density peaks for rubidium are shown by
vertical red dashed lines.
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(denticity), Table 6 lists, within each peak, the percentage of
ions having a given number of contacts with outer silanols
(columns) and inner silanols (rows). Cut-off values necessary
to distinguish between outer- and inner-sphere type of
adsorption were taken from radial distribution functions of
the ion and silanol oxygens. These values are 0.31, 0.37, and
0.36 nm for sodium, rubidium and strontium cations,
respectively. For sodium in the first peak ∼60% of cations
are monodentate inner-sphere complexes adsorbed to inner
silanols and ∼34% of the cations create bidentate inner-sphere
complexes with one inner silanol group and one outer silanol
group. More than 80% of cations in the second peak form
monodentate inner-sphere complexes with outer silanols, and
almost all cations in the third peak are outer-sphere complexes.
The density profile of rubidium shows only three peaks with

the first two much more pronounced than the last peak.
Compared to sodium cations, the inner-sphere peak is slightly
(0.03 nm) shifted farther from the surface as well as the outer-
sphere peak (0.06 nm). This is caused by a larger ionic radius of
the rubidium cation and different nature of its solvent shell,
which results in the different binding behavior. This is
supported by analysis of denticities in different density peaks.
Unlike the sodium cations, the majority (∼58%) of rubidium
cations in the first peak create bidentate inner-sphere
complexes with one outer silanol and one inner silanol and
∼21% create even tridentate configurations. Only 10% of
cations in the first peak makes monodentate complexes with
inner silanols. The second peak represents mainly outer-sphere
complexes (∼82%) with the minority (∼17%) of monodentate
inner-sphere complexes with outer silanols.
The rubidium density profile can be compared directly to

experimental and DFT data of Bellucci et al.64 The best fit to
resonant anomalous X-ray reflectivity (RARX) measurements
in experimental work predicts a two-layer model of rubidium
adsorption with discrete inner-sphere complexes in the first and
outer-sphere complexes in the second peak. The adsorption
height for the first peak from experiment is 0.33 nm above our
reference zero. With our modification of ClayFF force field, the
first peak is shifted by 0.051 nm away from the surface (0.381
nm), while the Emami et al. force field perfectly matches (0.335
nm) the experimental value (Table 5). DFT calculations in
Bellucci et al.64 predict a value of 0.398 nm for the neutral
surface and two values for the charged surface: ∼0.39 and 0.494
nm. Although the latter value is much farther from the surface
compared to experiment and our simulation, Belluci et al.
favored this value because the structure with this distance had
the lowest energy compared to the configurations with Rb+

positions ∼0.39 nm above our reference zero. Conversely, one
has to keep in mind that DFT calculations deal with only a few

configurations, providing poor statistics compared to the
thousands of configurations in MD simulations, and completely
omit entropy factors. Because the position (∼0.39 nm) and
denticities (bidentate inner-sphere) of the less favored
configurations, from DFT calculations for charged surface,
nicely fit our MD simulation values, we suppose that entropy
factors and statistics play a major role in this case, and we
suggest that the DFT values discussed but refused by Bellucci et
al. could be the correct values.
Concerning position of the second adsorption peak, both

CMD models predict it ∼0.2 nm closer to the surface than
experimental and DFT calculations data on the neutral surface.
However, the experimental data show larger uncertainty for the
position of the second peak (±0.1 nm), and the value from
DFT calculations is taken from the neutral surface model. The
DFT calculations of Belluci et al. predict the position of the
second Rb+ peak for the charged surface 0.6 nm above the
surface, in good agreement with our MD simulations (0.59
nm); Bellucci et al.64 treated this value as a discrepancy with
their RAXR data 0.79 nm.
To further analyze this discrepancy, we plot together in

Figure SI6 in Supporting Information the number density
profiles of rubidium from our simulations with ClayFF force
field, Emami et al. force field, and electron density profile
derived from analysis of the RAXR data.64 One can notice that
the first peak of the experimental density profile (when scaled
to approximate height of the first peak from simulations) spans
the first and second peaks derived from simulations, while the
second experimental peak occurs in a region where both
simulations have a small third peak. This can indicate that,
because of surface roughness, small Si vacancy concentration,
and resolution of RAXR (∼0.1 nm), the first experimental peak
might include the first two peaks from MD and DFT
simulations.
Because the strontium cation carries +2 charge, the

molecules (ligands) in its first solvation shell are much more
tightly bound and the adsorption pattern is different compared
to monovalent cations. The first peak is located 0.43 nm above
the surface, i.e., 0.1 nm farther than for sodium. Table 6 shows
that the adsorption behavior is much more specific compared to
that of monovalent ions. More than 90% of Sr2+ in the first peak
represents monodentate inner-sphere complexes bound to
outer silanols, and almost all cations in the second peak are
outer-sphere complexes. Strong solvation of Sr2+ by water
molecules prevents inner-sphere adsorption on the neutral
surface; significant adsorption begins for −0.06 C m−2, and a
further increase of surface charge density to −0.12 C m−2

causes a more than proportional increase of inner-sphere
adsorption.

Table 6. Denticities of Different Ions Interacting with Most Charged (−0.12 Cm−2) Surfacea

no. of contacts with outer silanols

Na Rb Sr

no. of contacts with inner silanols 0 1 2 0 1 2 0 1 2

first inner-sphere layer 0 0.11 6.29 0.01 0.15 5.57 2.46 2.52 91.62 0.00

1 59.32 34.19 0.09 10.60 58.16 21.14 2.21 3.64 0.01

second inner-sphere layer 0 8.62 82.16 0.00

1 9.21 0.02 0.00

outer-sphere layer 0 98.49 1.51 0.00 81.92 16.74 0.04 99.59 0.40 0.00

1 0.00 0.00 0.00 1.03 0.27 0.00 0.00 0.00 0.00
aDominant combinations are given in bold.
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The lateral positions of the adsorption sites remain the same
for all ions and all charge densities studied. In Figure 7 the
lateral density profiles of the −0.12 C m−2 systems are
presented because these are statistically the most accurate
ones. The results for the other systems are given in Figure SI7
in Supporting Information. Lateral density profiles of sodium
were analyzed separately for the first three adsorption peaks,
i.e., for distances 0−0.362, 0.362−0.430, and 0.430−0.642 nm.
Analysis of the fourth adsorption peak is not shown because its
intensity is too low compared to previous ones and we have not
found any recognizable pattern in its lateral profile. Within the
first peak, two distinct adsorption sites denoted as A and B can
be found (Figure 7a). Site A represents monodentate inner-
sphere adsorption of sodium ion directly above the inner silanol
oxygen with one water molecule bridging the sodium ion and
the oxygen atom of the outer silanol group. Site B is a bidentate
inner-sphere adsorption site with sodium ions equally
distributed between inner and outer silanol oxygens. These
two binding motifs occur in the vicinity of all inner silanol
groups, but adsorption is increased in the neighborhood of the
deprotonated outer silanol groups due to higher electrostatic
attraction.
The lateral density profile for the second adsorption peak

(Figure 7a) reveals one highly populated adsorption site. It
represents an inner-sphere monodentate adsorption site of the
sodium ion coordinated to outer silanol oxygen. The position
of the sodium ion is a bit offset relative to the position of the

silanol group because of the presence of an additional
interaction with neighboring outer silanol groups mediated by
a water molecule. The surprisingly stronger binding preference
of Na+ for protonated silanols over deprotonated ones can be
attributed to higher (and stronger) solvation of deprotonated
hydroxyls than protonated ones (see Figures 4 and 5 and
Figure SI4 in Supporting Information); this solvation hinders
the binding of incoming ions. Within the third adsorption peak
there are sites with increased density of outer-sphere adsorbed
ions around deprotonated silanols (Figure 7a). The intensity of
this peak decreases dramatically with decreasing charge density.
The lateral distribution of Rb+ (Figure 7b) shows a more

continuous distribution of adsorption sites, including a
transition between bidentate and tridentate sites. The
distribution in the second layer is already flat, with a slightly
increased adsorption of outer-sphere cations around deproto-
nated silanols. The lateral distribution of Sr2+ (Figure 7c)
confirms strong preference for monodentate sites atop outer
silanols, particularly the deprotonated ones. In the second layer
formed by outer-sphere Sr2+ adsorption, preference of sites
around the deprotonated silanols is still evident.
The radial distribution function of the sodium ion around the

oxygen of deprotonated silanol (not shown) has an inner-
sphere adsorption peak around 0.225 nm and outer-sphere
adsorption overlapping peaks around 0.39 and 0.45 nm.
Positions of these peaks do not depend on the surface charge
density. The position of the inner-sphere peak around 0.225

Figure 7. Lateral density profiles of (a) sodium, (b) rubidium, and (c) strontium ions for the surface charge density −0.12 C m−2. “1st IS”
corresponds to the first inner-sphere peak in Figure 6. “2nd IS” corresponds to the second inner-sphere axial peak. “OS” corresponds to the outer-
sphere peak. Positions of the outer protonated silanols, outer deprotonated silanols, and inner silanols are represented by black dots, bigger orange
dots, and crosses, respectively.
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nm is in very good agreement with AIMD data of Hassanali et
al.38 who report the value 0.23 nm; in fact, it is closer than the
position around 0.245 nm from their empirical force field.
To quantify the adsorption, we plot in Figure 8 the

dependence of the amount of adsorbed ions (considering

inner-sphere adsorption and first peak of outer-sphere
adsorption) on surface charge density and compare it to the
same data on hydroxylated (110) rutile surface.66 Adsorption
on rutile is stronger compared to quartz for all ions. Differences
are bigger for neutral surfaces where the rutile surface adsorbs
3.3, 2.1, and 6.6 times more sodium, rubidium, and strontium
ions, respectively, than the quartz surface. With increasing
surface charge density these ratios decrease. Rutile has higher
selectivity to different ion species, with Na+ adsorption being
larger than that of Rb+ and Sr2+ on all surfaces. On quartz, the
adsorption of sodium and rubidium is practically the same, but
the adsorption of Sr2+ is much lower, particularly on the neutral
surface. The experimental value of adsorbed rubidium in the
first two adsorption layers is 0.23 ± 0.03 Rb/AUC (where AUC =
0.338 nm2 is the area of a unit cell along the (101) plane).64

Our simulations predict a value of 0.20 Rb/AUC when
integrating over the first two well-pronounced peaks (up to
0.73 nm from the surface, see Figure 6) or 0.24 Rb/AUC if even
the third peak (up to 0.93 nm from the surface) is taken into
account.
Sorption activities and properties of various electrolyte/solid

interfaces are often modeled by different surface complexation
models such as constant capacitance,67 Smit,68 triple-layer69

models, and others. For example, the popular thermodynamic
model of Sverjensky extends a triple-layer model and relates
adsorption of various electrolyte ions on the mineral surfaces to
the inverse dielectric constant of the mineral.70 It was derived71

that quartz (together with silica) belongs to a family of minerals
with low dielectric constant and ions adsorb on these types of
surfaces as outer-sphere complexes with intact solvation shell.
Specifically for quartz, it was suggested71 that sodium ions
should be 0.59 nm and rubidium 0.56 nm above the reference
plane and sodium and rubidium ions should be 0.67 and 0.64
nm above the reference plane69 (Table 7). Position of the
reference plane is not fully explained to the molecular level, but
by comparison with rutile surface we infer that it can be set to

the average position of all silanol oxygens together with
uppermost layer of the surface oxygens, i.e., at a height −0.06
relative to our zero plane given by the average position of
silanol oxygens. Table 7 compares the weighted averages of the
heights of adsorbed ions in the inner-sphere sites and the first
outer-sphere peak from our simulations with the adsorption
heights predicted by Sverjensky’s model with respect to the
reference plane. It is clear that in CMD we observe ions
adsorbing much closer to the surface than predicted by
Sverjensky’s model. Moreover, several experimental72,73 and
theoretical58,74 works including the recent work of Bellucci et
al.64 predict occurrence of inner-sphere complexes of ions on
quartz and amorphous silica.

4. CONCLUSIONS

We have generalized the ClayFF force field for the simulation
of negatively charged quartz (101) surfaces obtained from
neutral surfaces by the partial deprotonation of outer silanol
groups. We have preserved the simplicity of the ClayFF force
field, namely its simple form of Lennard-Jones nonbonding
terms and standard harmonic bonding terms (silanol O−H
bend−stretching and Si−O−H angle bending). Moreover, even
the parameters in these terms were kept equal to their values in
neutral surfaces. The modification consists of sets of ab initio
derived charges of surface atoms, dictating the resulting surface
charge density. The atomic charges of the ClayFF, including
our modified surface charges, are close to those of Butenuth,39

which provided good agreement with ab initio potential
profiles. Our modification of ClayFF force field allows its
easy incorporation into simulation software and carrying out
simulation of negatively charged surfaces, which are character-
istic for ambient pH, as opposed to neutral surfaces.
We have found that atoms of both outer and inner silanol

groups play a key role in the adsorption of water molecules and
ions. The simulation results are in very good agreement with ab
initio results and recent experimental data for water and
rubidium ions from X-ray diffraction. Large discrepancies are
reported only for the second peak of Rb+ adsorption, which is,
however, determined experimentally with a significant un-
certainty. Comparison of our simulations with ab initio
calculations and experimental data suggests that the exper-
imental first peak might cover our inner-sphere and outer-
sphere peaks, while the second experimental peak corresponds
to the farther outer-sphere peak.
In addition to our simulations of charged quartz (101)

surfaces using generalized ClayFF, we have also carried out
simulations of these surfaces with recent Emami et al. force
field, which is also a simple force field applicable for simulations
of quartz surfaces in common simulation software. The Emami
et al. force field gives slightly worse agreement with
experimental data for water but excellent agreement with the
position of the first peak of Rb+ from X-ray.

Figure 8. Dependence of the adsorbed amount of sodium (black),
rubidium (orange), and strontium (green) ions on surface charge
density. Data for rutile (dashed lines) surface are taken from Table 8 of
Prědota et al.66

Table 7. Heights (in Nanometers) of Adsorbed Ions above
Surface from Our Simulations and the Work of
Sverjensky69,71

this work (our
reference zero

height)

this work
(Sverjensky’s
reference zero) Sverjensky71 Sverjensky69

Na+ 0.46 0.41 0.59 0.67

Rb+ 0.50 0.44 0.56 0.64

Sr2+ 0.48 0.42 0.72 0.80
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Our results present the first and thorough analysis of
interactions of water and Na+, Rb+, and Sr2+ ions with
negatively charged quartz (101) surfaces. The detailed analysis
of ion adsorption including denticities provides data for surface
complexation modeling of this surface. The simulation data
predict adsorption of smaller Na+ at shorter distance from the
surface than larger Rb+ ion, both adsorbing as inner-sphere and
outer-sphere complexes, which is in contrast to the triple-model
of Sverjensky, which assumes adsorption of hydrated outer-
sphere complexes on surfaces of low dielectric constant
materials and Na+ adsorbing at larger distances than Rb+.
CMD simulations indicate that the orientation of water at the
interfaces with quartz and rutile is affected by the interactions
with surface groups to a comparable extent, while Sverjensky
expects water to be less oriented at the quartz interface because
of higher interfacial dielectric constant.
Study of interactions of organic molecules and biomolecules

with quartz surfaces over a range of pH values is already in
progress.
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Molecular dynamics (MD) simulations of single-stranded (ss) and double-stranded (ds)

oligonucleotides anchored via an aliphatic linker to a graphene surface were performed in order

to investigate the role of the surface charge density in the structure and orientation of attached

DNA. Two types of interactions of DNA with the surface are crucial for the stabilisation of the

DNA–surface system. Whereas for a surface with a zero or low positive charge density the

dispersion forces between the base(s) and the surface dominate, the higher charge densities

applied on the surface lead to a strong electrostatic interaction between the phosphate groups of

DNA, the surface and the ions. At high-charge densities, the interaction of the DNA with the

surface is strongly affected by the formation of a low-mobility layer of counterions compensating

for the charge of the surface. A considerable difference in the behaviour of the ds-DNA and

ss-DNA anchored to the layer was observed. The ds-DNA interacts with the surface at low- and

zero-charge densities exclusively by the nearest base pair. It keeps its geometry close to the

canonical B-DNA form, even at surfaces with high-charge densities. The ss-DNA, owing to its

much higher flexibility, has a tendency to maximise the attraction to the surface exploiting more

bases for the interaction. The interaction of the polar amino group(s) of the base(s) of ss-DNA

with a negatively charged surface also contributes significantly to the system stability.

I. Introduction

Microarrays or DNA chips are arrays of tens to tens of thousands

of microscopic spots containing single-stranded deoxyribo-

nucleotides attached to a solid surface (such as a membrane, a

polymer, or glass) used to analyse simultaneously a sample solution

containing fragments of nucleic acids. Oligonucleotides (capture

probes) in individual spots are identical, but their sequences are

different for each spot to match the various complementary DNA

sequences (targets) present in a given sample. The extent of

binding of a complementary fragment to the surface-attached

oligonucleotides is detected mainly fluorometrically.1–5

Originally, the main application of microarrays was gene-

expression screening. At present, microarrays can be used to

detect DNA or RNA sequences of pathogens, organisms,

mutations or generally speaking any characteristic sequence

of any object of interest: DNA microarrays are used for the

detection and identification of bacteria and genes of interest

from various environments (e.g. soil, sediment, water column),6

they are suitable for the detection of single nucleotide

polymorphisms7,8 and for many other practical applications,

such as for example the detection of viruses.9–11

The sequences of surface-immobilised capture probes are

designed in a similar manner and according to the same

principle as those for probes or primers in a bulk solution:

they should not allow the formation of internal structures such

as hairpins. They should be sensitive to sequence variations

and bind only to complementary strands. The hybridisation

on an array requires a similar melting temperature for all of

the capture probes. There are many software tools available

for probe design that are used during the process of microarray

development such as those presented by Li andWernersson.12,13

Nevertheless, all of them are based on standard hybridisation

conditions, i.e. nucleic acids in solution, not being attached to a

surface.

However, the surface plays an important role. First, the

capture probes are immobilised to a certain extent by surface

binding and therefore their molecular dynamics is different
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from that describing a system of two free strands in a solution.

Second, the presence of the surface and the interactions of the

capture probe with the surface represent an important sterical

hindrance making single-strand–double-strand transitions

more difficult. Third, in addition to the van der Waals inter-

actions, the surface, whether it is charged or not, generates

nontrivial electrostatics and interfacial structure owing to the

interactions between the solution and the surface, influencing

the density profiles of the water and ions in the vicinity of the

surface and attached probes.

In order to accelerate hybridisation, various experimental

enhancements have been proposed, such as flow-chamber

hybridisation and the application of electrostatic fields. The

first steps to estimate some of the aspects concerning the

influence of the surface have already been made, based both

on experiments14,15 and on theoretical considerations,16,17 but

the underlying phenomena remain poorly understood.

This molecular study elucidates the role of the surface and

the electric field in the spatial distribution of ions, the behaviour

of the probes and targets and in the hybridisation process. The

anchored microarrays on the surface are represented by a

single-stranded oligomer of DNA, whereas the hybridised ones

are represented by a double-stranded DNA with one strand

(probe) covalently attached to the surface.

Various surfaces are used in biosensing and micro-array

technologies. The most used one by far is a silica surface usually

covered with various organic molecules in order to enhance or

modify its hybridisation efficiency.18–20 Other types of surfaces

include various materials such as polymers, poly(methyl-meta

acrylate) (PMMA),21,22 poly(dimethylsiloxan) (PDMS),23 poly-

propylene (PP),24 gold,25,26 graphene,27–30 etc. The graphene

surface has been selected as the substrate in our simulations,

because it is a relatively simple but realistic surface and its

structure is independent of pH, salt concentration, etc. Finally,

some theoretical studies on DNA interaction with carbon

nanotubes (with surfaces based on graphene geometry) have

already been conducted.31–37 The binding of DNA to carbon

nanotubes has been identified as a way to open the door to

carbon-nanotube-based applications in biotechnology.34

II. Simulation methods

A. System setup

Two graphene layers of a size of 68.16 � 66.41 Å and a

separation of 61.40 Å were generated by the BuildCstruct

1.1 program.38 Each layer consists of 1728 carbon atoms. The

rectangular box contains the system of interest, i.e. DNA

attached to a charged surface, water and ions. The role of

the second graphene surface, which was always neutral, was to

close the system. In order to minimise the influence of the

electric field generated by the charged graphene layer on the

periodic images, the replicas of the system were separated by a

100 Å vacuum gap. The whole model is depicted in Fig. 1.

The initial structures of both the double-stranded (ds-DNA)

and single-stranded decamers (ss-DNA) with the base sequence

50-CCACTAGTGG-30 in the canonical B-form were generated

using the NAB module implemented in the AmberTools 1.2

package.39

The oligonucleotide was covalently bonded to the graphene

layer via an aliphatic carbon linker consisting of six methylene

groups (C6). The linker was attached to the 50 end of the

cytosine nucleotide by the phosphodiester bond. In the initial

position, the DNA helix axis was orientated perpendicularly to

the graphene slab.

In order to test the role of the charge of the graphene layer

in the position and the orientation of the DNA, all of the

carbon atoms of the graphene layer, to which DNA is

anchored, were charged to one of the following values: ÿ0.1,

ÿ0.05, ÿ0.02, ÿ0.01, 0, +0.01, +0.02, +0.05 or +0.1

elementary charge (e) per carbon, corresponding to the range

of the charge densitiesÿ0.594 to+0.594 C mÿ2 comparable to

those used in the experiments.40,41 The sodium/chloride ions

were used to neutralise fully the charge applied on the graphene,

whereas the DNA was neutralised independently by sodium

cations. All of the nominal charges per carbon atom, the charge

densities and the number of ions used in the simulations are

summarised in Table 1.

The probe surface density used in our study (2 � 1012 cmÿ2)

was selected to be of the same order of magnitude as a microarray

maximum sensitivity for a 10-mer long probe (6 � 1012 cmÿ2).42

For comparison, ds-DNA and ss-DNA with a minimum

distance between the solute and boundaries set to 10 Å in a

rectangular periodic box with no graphene layers were also

simulated.

B. Parameters

The parmbsc043 modification of the parm99 force field for

DNA was used, together with the TIP3P44 water model and

Na+ counterions neutralising the negative charge of the DNA.

New parameters45 for Na+ and Clÿ ions were adopted to

prevent their cocrystallisation. The ‘CA’ atomic type for the

Fig. 1 A schematic representation of the simulated system.
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carbon atoms of graphene was employed similarly as in other

papers simulating carbon-nanotube–DNA interactions.32,46,47

The partial charges and structural parameters of the aliphatic

C6 linker were found using the standard RESP procedure.48

C. Simulation methodology

All of the molecular dynamics simulations were carried out

with an atomic resolution including all the hydrogens and in

explicit water using the AMBER 9 suite of programs.39 An

initial equilibration protocol consisting of a series of energy

minimisations and short restrained NPT MD runs resulted in

a periodic box of a size of 68.9 � 67.3 Å in the x and y

directions. The equilibration phase was followed by an NVT

MDproduction run at 298 K. The restraint of 10 kcal molÿ1 Åÿ2

on all of the graphene atoms was used for the production run in

order to keep the graphene layer planar during the simulations.

The separation of the two graphene layers in the z-direction,

63.3 Å, was sufficient to prevent the interaction of the 30-DNA

terminus with the neutral graphene layer. The Particle Mesh

Ewald method to treat long-range interactions and the SHAKE

algorithm on hydrogen atoms were used. Each trajectory was

prolonged to 100 ns. The structures were saved every 1 ps.

D. Analysis of DNA geometry

The DNA conformation was described using the parameters

commonly employed in DNA structural analysis. Inter-base-pair

or step parameters (tilt, roll, twist, shift, slide and rise) were

complemented by the intra-base-pair parameters buckle and

propeller. For the ss-DNA, inter-base parameters analogous

to the step parameters were employed. The 3DNA program49

was used to compute the parameters.

To characterise the orientation of the DNA oligomer with

respect to the graphene layer, two global geometry descriptors

were introduced. First, we computed the distance between the

graphene plane and the phosphorus atom of a phosphate

group in the middle of the DNA. In the case of ds-DNA,

the phosphorus of the strand closer to the graphene was

selected. Second, we monitored the angle between the axis of

the DNA oligomer and the normal vector of the graphene

plane. Zero angle indicates that the DNA is perpendicular to

the graphene layer, the angle of 901 corresponds to a DNA

configuration parallel to the layer. The oligomer axis is defined

as a directional average (i.e., vector sum normalised to unity)

of the normal vectors of the bases (ss-DNA) or base pairs

(ds-DNA), with the exclusion of terminal bases or base pairs.

In the case of ds-DNA, it may seem more natural to define

the oligomer axis as a directional average of the local helical

axes for the individual steps. We tested this definition as well

(the local axes were computed using the 3DNA program) and

obtained results very similar to the normal vector definition.

This is not surprising, since the oligomer retains the conformation

close to the canonical B-DNA in which the helical axis is

perpendicular to the base pair planes. On the other hand, the

use of the local helical axes for the ss-DNA turned out to be

completely misleading. The local helical axes as defined in the

3DNA program are local axes of rotation between adjacent

base pairs or bases. If the structure is irregular, these axes may

point in directions perpendicular to the overall shape of the

oligomer. To avoid this artefact and to maintain consistency

between ds-DNA and ss-DNA, the normal vector definition

described above was used in both cases.

The electric charge axial densities were analysed by the

g_potential utility of the GROMACS software package.50

III. Results and discussion

A. Double stranded DNA

The deviation of the helical axis from the normal vector of the

graphene plane depending on the charge of the graphene layer

is shown in Fig. 2. The distance of the phosphorus atom of

ds-DNA, localised in the middle of the backbone of the closer

strand of DNA to the layer, from the charged graphene layer

during the MD simulation is shown in Fig. 3 for all of the

studied atomic charges of the graphene atoms. The averaged values

of above-mentioned properties from the already equilibrated part

of the trajectory (last 70 ns) can be found in Table 2. The typical

snapshots from the MD trajectories are depicted in Fig. 4.

The free ds-DNA oligomer shows local features consistent

with the B-DNA conformational family. Apart from the terminal

base pairs and steps, the oligomer retains its B-DNA-like

conformation also in the presence of graphene, regardless of

the charge of the graphene layer. See Table S1 (ESIw) for a list

of the average local parameters.

Uncharged graphene. The interaction between the DNA and

uncharged graphene is dominantly governed by dispersion

forces mediated by the closest base pair orientated parallel

with the graphene layer (Fig. 4). After approximately 5 ns of

the MD simulation, the DNA is attracted to the graphene slab

by changing the originally extended conformation of the linker

to the coiled one. This is characterised by a shortening of the

original distance of the central phosphorus atom of DNA to

the graphene from the initial 27 Å to B15 Å. No further

changes in the orientation of the DNA were observed for the

rest of the simulation. The DNA remains more or less

perpendicularly orientated to the graphene for the whole time

of the simulation (an average deviation from perpendicularity

ofB18 degrees; see Table 2). Zhao33 found similar results for a

self-assembled layer of four ds-DNAs on the graphene surface.

The angle between the DNA axes and the graphene-surface

normal vector in his study varied between 0 and 40 degrees

with an average of around 25 degrees. The dispersion interaction

Table 1 Nominal and real charges per carbon atom, charge densities
and number of ions used in the simulations

Nominal charge
(e/carbon)

Real charge
(e/carbon)

Charge density
(C mÿ2)

Number of ions

ds-DNA ss-DNA

Na+ Clÿ Na+ Clÿ

ÿ0.10 ÿ0.09954 ÿ0.594 191 0 182 0
ÿ0.05 ÿ0.04977 ÿ0.297 105 0 96 0
ÿ0.02 ÿ0.01967 ÿ0.118 53 0 44 0
ÿ0.01 ÿ0.00984 ÿ0.059 36 0 27 0
0.00 0.00000 0.000 19 0 10 0
0.01 0.00984 0.059 19 17 10 17
0.02 0.01967 0.118 19 34 10 34
0.05 0.04977 0.297 19 86 10 86
0.10 0.09954 0.594 19 172 10 172

75



Phys. Chem. Chem. Phys. This journal is c the Owner Societies 2012

between a carbon nanotube (CNT) and the closest base pair of

ds-DNA was also observed in the work of Zhao and Johnson.46

Negatively charged graphene. Already a relatively very small

charge on each carbon atom of graphene (ÿ0.01e) leads to

qualitatively different results in comparison with the system

containing uncharged graphene. The negatively charged

phosphate groups of DNA are repelled by the negatively

charged graphene layer, which results in the preservation of

the extended conformation of the linker. The average distance

of the central phosphorus of the DNA to the graphene is

around 21 Å, but it fluctuates between 15 and 35 Å. The DNA

orientation to the graphene surface is quite variable, between

0 and 70 degrees, with the average value of 42 degrees.

Similar conclusions can be drawn about the system containing

graphene with an atomic charge of ÿ0.02e. At the time of 11 ns,

the disruption of H-bonds in the base pair closest to the graphene

was observed. The cytosine base became orientated perpendicularly

to the plane of the other bases starting to interact with the

negatively charged slab via its amino group with partial positive

charge. This motif is unique among all of the other systems of

ds-DNA with negatively charged graphene, but it is frequently

observed for systems containing ss-DNA. This behaviour of

the ds-DNA can be explained by a destabilisation role of a

negatively charged surface in the stability of the DNA

duplex.51

When the charge of the carbon atoms of the graphene layer

is enhanced toÿ0.05e, no new significant qualitative differences

are observed in comparison with the less charged system.

However, a slightly stronger preference of DNA to be situated

closer to this surface than to the surface with charge ÿ0.02 was

detected, especially in the second half of the simulation. This

behaviour can be explained by a significantly higher amount of

sodium counterions situated close to the negatively charged

graphene layer and having smaller mobility in comparison

with simulations of less charged graphene. Thus, the negative

phosphate groups of DNA start to feel the presence of the

ordered counterions’ layer. This can be deduced from the

decrease of the average distance of the central phosphorus

atom to the slab from 25 Å to 14 Å. Zhao46 conducted

simulations of unattached ds-DNA interacting with the

negatively charged CNT (ÿ0.05e per atom). As expected, since

there was no linker, the DNA segment rapidly moved away

from the CNT.

Applying the charge of ÿ0.1e to all of the carbons of the

graphene leads to rather surprising results. The surface of

Fig. 2 The deviation of the helical axis of ds-DNA from the normal vector of the graphene plane in dependence on the charge of the graphene

layer. The charge of the graphene atoms is indicated in each plot. Zero angle denotes the perpendicular orientation to the surface.

76



This journal is c the Owner Societies 2012 Phys. Chem. Chem. Phys.

the graphene is fully covered by the layer of sodium cations

with very low mobility. Thus, already in the equilibration

period the DNA molecule is attracted to the graphene–sodium

‘bilayer’. The direct contacts with cations are mostly mediated

by phosphates, situated at the edges of the DNA, whereas

the central part of DNA is somewhat bent, as characterised by

the average value of the deviation of the helical axis from the

normal vector of the graphene around 50 degrees. The average

distance of the central phosphorus atom to the graphene

remains constant at about 5 Å during almost all of the time

of the simulation.

Positively charged graphene. The smallest positive charge

applied to carbon atoms (+0.01e) has a rather minor influence

on the distance and orientation of the DNA in comparison

with the uncharged graphene. The dispersion forces still

contribute dominantly to the attraction of DNA to the slab.

However, a bend of the upper part of DNA (i.e. the part more

distant from the slab) leading to an approach of this part to

the layer indicates that the electrostatic attraction between the

negatively charged phosphates of DNA and the positively

charged slab is already non-negligible.

An increase of the charge of the graphene to +0.02e leads to

mutual cooperation of the electrostatic and dispersion inter-

actions between the DNA and the substrate. The closest base

pair to the surface still interacts with the surface by dispersion

forces, while the rest of the DNA is bent and orientated closer

to the surface, allowing thus the interaction of the negative

phosphates of the nearer strand with the positive graphene

layer. It leads to the decrease of the distance of the central

phosphorus atom of DNA to the slab from 15 Å to 10 Å in

comparison with the previous simulation.

Fig. 3 The distance of the central phosphorus atom of ds-DNA from the graphene layer during the MD simulation. The charge of the graphene

atoms is indicated in each plot.

Table 2 The averaged properties (for the definition see the Methods
section) characterizing the orientation of the DNA to the graphene
layer

Charge
(e/carbon)

Double stranded DNA Single stranded DNA

Distance/Å Angle/1 Distance/Å Angle/1
Mean � SD Mean � SD Mean � SD Mean � SD

ÿ0.10 4.9 � 0.4 49.4 � 4.8 4.1 � 0.1 72.8 � 9.3
ÿ0.05 14.7 � 4.9 47.4 � 17.7 26.6 � 2.7 74.6 � 10.3
ÿ0.02 24.2 � 2.0 53.9 � 9.6 25.1 � 2.2 49.7 � 18.4
ÿ0.01 21.6 � 3.3 42.0 � 13.3 22.0 � 2.8 34.5 � 18.3
0.00 15.0 � 2.1 18.0 � 6.9 8.7 � 0.3 83.0 � 5.7
+0.01 14.0 � 2.4 29.1 � 8.4 14.5 � 0.7 9.9 � 4.9
+0.02 10.0 � 0.9 53.9 � 3.6 10.2 � 0.4 80.1 � 6.1
+0.05 10.4 � 0.6 80.2 � 4.3 7.8 � 0.2 81.2 � 6.8
+0.10 5.6 � 0.2 79.4 � 4.7 5.4 � 0.2 82.8 � 5.5
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When the charge is increased to +0.05e, the electrostatic

attraction becomes fully dominant, the ds-DNA is oriented

parallel to the surface and thus no stacking interaction

between the bases and the surface is observed.

However, since the canonical B-DNA structure of the

ds-DNA is more or less conserved during the simulations,

not all the phosphates interact with the surface. The middle

part of the DNA remains somewhat deflected upon the

graphene layer. This is probably the reason that the distance of

the central phosphorus atom remains similar to the one in the

case of the simulation with a less charged (+0.02e) graphene. The

results agree well with the conclusions of Zhao and Johnson,46

who simulated free ds-DNA adsorbed at the positively charged

CNT (+0.05e per atom). They observed a similar bent structure

of DNA with the ends closely attached to the CNT and slightly

desorbed in the middle part of the DNA. This comparison might

indicate the key role of stacking and electrostatic interactions of

ds-DNAwith carbon layers generally, regardless of the changes in

the curvature of the surface.

For the system with the graphene charge of +0.1e, like in

the case of graphene with carbons with a charge of ÿ0.1e, the

surface is fully covered by an almost immobile layer of

counterions (here Clÿ). Initially, a rather strong repulsion

between the chloride anions and phosphates leads to the

extension of the linker as well as the DNA, resulting in a

distance of the central phosphorus atom from the surface of

about 35 Å. However, in the next 15 ns, the DNA bent down

to the surface and eventually succeeded to penetrate through

the layer of Clÿ to the graphene surface. It started to interact

with the positive layer of graphene via the phosphates situated

in the central part of DNA as well as at the terminal part of the

DNA opposite the linker. The phosphates at the closest part of

the DNA to the linker are far from the surface and thus do not

contribute to the stabilisation of the DNA–graphene complex.

This situation remains unchanged until the end of the simulation.

B. Single stranded DNA

The deviation of the helical axis of the ss-DNA from the

normal vector of the graphene plane is shown in Fig. 5. The

distance of the central phosphorus atom of the ss-DNA to the

layer is provided in Fig. 6. The averaged values of above-

mentioned properties from the already equilibrated part of the

trajectory (last 70 ns, resp. 60 ns for the system with graphene of

charge +0.1) can be found in Table 2. The typical snapshots

from the MD trajectories are depicted in Fig. 7.

The free ss-DNA oligomer exhibits a regular, stacked

structure. Neglecting the end bases, the inter-base parameters

are not far from their double-stranded counterparts, with the

notable exceptions of high positive shift and high twist.

However, if a graphene layer is present, the ss-DNA shows severe

structural distortions. This applies to all of the charges of the

graphene layer, including the zero charge. A visual inspection of

the MD snapshots suggests that the ss-DNA, being much

more flexible than ds-DNA, uses its conformational freedom

to optimise contacts with the graphene layer. The average local

conformational parameters are given in Table S2 (ESIw).

Uncharged graphene. The first few nanoseconds of the

simulation of the interaction of the ss-DNA with the uncharged

graphene provide a picture similar to the simulation of ds-DNA,

Fig. 4 The typical conformations of ds-DNA after the equilibrium is reached.
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i.e. the interaction with the surface is mediated only by the

closest base to the surface.

However, an enormous flexibility of the sugar-phosphate

backbone later led to a sorption of the unattached terminal

base to the graphene surface and after several nanoseconds to

a spreading of the single-stranded oligonucleotide onto the

surface with some bases stacked and some not. Our conclusions

are in agreement with other theoretical and experimental

publications: Shi et al.37 studied the adhesion and peeling of

ss-DNA from an uncharged graphite surface and observed the

DNA bases situated parallel to the surface with not all of the

bases simultaneously attached to the substrate. Other simulations

of ss-DNA–CNT hybrids32,52 revealed that the vast majority of

the sampled oligonucleotides had all of their bases adsorbed. The

experimental results of Tang et al.28 also support a hypothesis

that the oligonucleotide adsorbs to a graphene surface with more

than one base.

Negatively charged graphene. Since only one half of the

negatively charged phosphates are presented and the functional

groups of bases with positive partial charges are more accessible in

the ss-DNA in comparison with the ds-DNA, a weaker repulsion

betweenDNA and the surface can be expected. It has already been

confirmed in the simulation with the smallest applied negative

charge (ÿ0.01e) on the carbon atoms of the graphene. The

repulsive character of the interaction between DNA and the

graphene was not observed like in the case of the simulation

with the ds-DNA, but rather an attractive dispersion interaction

between the closest base and the layer (a major part of the

simulation) and attraction of the polar amino group of the

closest cytosine and the graphene (a minor part) were seen.

When the charge of the carbons of the graphene is changed

to ÿ0.02e, the electrostatic interactions become the leading

factor for the stabilisation of the DNA–graphene complex.

The attraction of the amino group of the closest cytosine and

the surface is crucial. Such an interaction pattern was also

observed for the ds-DNA and the same charge of the graphene,

where an unexpected breaking of the closest base pair to the

surface was detected.

For the ss-DNA interacting with the graphene slab of

charges ÿ0.05e, two types of electrostatic attractions can be

deduced: (i) the above-mentioned interaction of the closest

cytosine with the surface (supplemented occasionally, especially

in the second half of the simulation, by the interaction of

the other bases with grapheme—typically an amino group

of guanine at the opposite end of DNA); and (ii) the interaction

Fig. 5 The deviation of the helical axis of ss-DNA from the normal vector of the graphene plane in dependence on the charge of the graphene

atoms. Zero angle denotes the perpendicular orientation to the surface.
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of the negatively charged sugar-phosphate backbone in the

middle part of the ss-DNA with the counterions localised close

to the surface, which became important after approx. 17 ns of

the simulation.

The system containing graphene with the unit charge of

ÿ0.1e shows that the most important interaction between

graphene and the DNA is mediated by the strong attraction

between the phosphates and the oppositely charged, almost

immobile layer of sodium cations, which are situated upon

the graphene, similarly as in the case of ds-DNA. Since the

ss-DNA is more flexible than ds-DNA, more phosphates are

involved in the direct interaction with sodium cations than in

the case of ds-DNA (the average distance of the central

phosphorus atom from the surface is by 0.8 Å smaller). The

bases point away from the surface, whereas ds-DNA retains its

helical structure.

Positively charged graphene. Whereas for the ds-DNA the

interaction motif with the graphene layer with charges

of +0.01e remains similar to the one observed in the system

with uncharged graphene, the ss-DNA benefits from the

mutual cooperative effect of the electrostatic and dispersion

interactions. This leads, approximately after 10 ns of the

simulation, to a configuration where the whole ss-DNA is

localised close to the surface and interacts via phosphates

(by electrostatic forces) and as well as with majority of its

bases (by dispersion forces) with the surface.

When the charge of the carbons in graphene is changed

to +0.02e, the electrostatic attraction between the phosphates

and the surface causes a parallel orientation of the DNA

already in the early stage of the simulation. In addition, an

electrostatic interaction of the guanine with the surface

mediated via the O6 oxygen atom of the base is observed.

Occasionally, one or a few bases still interact with the surface

by dispersion forces.

For the system containing graphene with a charge of

+0.05e on the carbon atoms, the electrostatic forces attracting

the phosphates to the surface are crucial. However, like for the

ds-DNA with the same charged graphene slab, it takes about

10 ns before the parallel orientation of the DNA with

the surface is reached (probably owing to the presence of a

non-negligible amount of chloride anions next to the surface).

Generally the relaxation time of 10–25 ns is typical for reaching

the equilibrated state for most of our simulations.

As for the ds-DNA at the surface with a charge of +0.1e,

the ss-DNA remains extended and perpendicularly orientated

Fig. 6 The distance of the central phosphorus atom in Å of ss-DNA to the graphene layer during the MD simulation. The charge of the graphene

atoms is indicated in each plot.
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to the graphene surface covered by an almost immobile layer

of counterions (Clÿ) at the beginning of the simulation. This

rather strong repulsion between the chloride anions and

phosphates leads to the extension of the linker as well as the

DNA, resulting in an increase of the distance of the central

phosphorus atom from the surface from an initial value of

27 Å to 38 Å within a few ns of the simulation. Later, the

DNA gets closer to the surface and some of the phosphate

groups are able to penetrate the chloride layer starting to

interact directly with the positively charged layer. This

conformational motif is similar to the motif observed byWong

et al.53 Although their system had a higher charge density

(0.711 C mÿ2) and more ions compared to our system,

they similarly noticed oligonucleotide with its last few bases

forming a curved segment and closely interacting with the

surface through its phosphate groups.

A graphical representation of the above-mentioned competition

between base stacking and the electrostatic attraction of the

phosphate group is depicted in Fig. 8. The increasing number of

adsorbed phosphate groups with the increasing positive surface

charge up to+0.05e can be seen fromFig. 8 both for ss-DNA and

to a smaller extent also for ds-DNA, although the competition

between base stacking and the phosphate groups’ adsorption onto

the surface is not as strong in the latter case.

C. Effect of the DNA sequence

Since in our study we used only one DNA sequence, the

question arises: can the presented observations be applied

generally on DNA, or are they specific for a given sequence?

The effect of the DNA sequence can be expected to be more

pronounced for neutral or low-charged surfaces. A higher

ratio of purine bases can lead in the case of very flexible

ss-DNA to a slightly stronger interaction with the graphene

surface than for ss-DNA containing the pyrimidine-rich

sequences. Sequence-specific interactions of the terminal bases

are of limited practical importance, since the majority of the

DNA probes used in experiments have identical bases at their

ends (namely G/C, introduced to improve stability). The

sequence specificity of the DNA–surface interactions likely

diminishes for highly charged surfaces, where electrostatic

interactions between the phosphates and the surface/ions play

a dominant role.

D. Interaction of ions with the surface

So far, we have discussed the role of the ions surrounding the

DNA and also interacting with the surface only qualitatively

based on simulation snapshots (Fig. 4 and 7). Here, we

quantify the adsorption of ions and the role of the presence

of DNA in the distribution of ions.

The axial density profiles of ions interacting with the surface

are given in Fig. 9. As expected, the distribution is rather

independent of the presence of ds-DNA or ss-DNA because of

the dominating effect of the direct surface–ion interactions.

This is also confirmed by selected simulations (for charges

ÿ0.05e, 0e and +0.05e) of the graphene surface interacting

with aqueous solutions of ions without DNA. Only for a

neutral surface or a small magnitude (�0.01e) of the surface

charges are the curves qualitatively different owing to the

Fig. 7 The typical conformations of ss-DNA after the equilibrium is reached.
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Fig. 8 Changes in the averaged number of stacked bases and adsorbed phosphate groups with increasing positive surface charge. Bases were

considered as stacked when N1 and N3 atoms in their heteroatomic rings were within 4.5 Å from the surface. Similarly, a distance criterion for

phosphate groups was set to 5.5 Å for the phosphorus atom. Equilibrated parts of simulations were considered in analysis. Since the negatively

charged surface repels DNA, the dependence is depicted only for the positively charged and uncharged slab.

Fig. 9 Density profiles of Na+ (solid lines, positive values) and Clÿ (dashed lines, negative values) as a function of distance from the graphene

surface in the presence of ss-DNA, ds-DNA, and without DNA. Note the different vertical scales of the graphs.
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different number of dissolved ions, including those compensating

for the charge of the DNA, cf. Table 1.

For the most negative surface (charges ÿ0.1e), we observed

a single adsorption peak of Na+ around 2 Å, which corresponds

to inner-sphere adsorption of the ion. In this case, the ion is

partially desolvated and directly interacts with the negatively

charged carbon atoms. Charges of ÿ0.05e cause the coexistence

of both inner-sphere and outer-sphere adsorbed cations, with the

latter fully solvated and around 4.3 Å. The position of the inner-

sphere adsorbed ions shifts to slightly larger distances—2.4 Å

from the surface. For smaller magnitudes of the carbon charges,

the solvation dominates over electrostatics and no inner-sphere

adsorption is observed.

A very similar situation is observed for anions at positively

charged surfaces. At the largest carbon charges, +0.1e, all of

the Clÿ adsorb as an inner-sphere complex at a height of

around 2.8 Å from the graphene surface. The position of this

peak is shifted to the longer distances compared to that of

Na+ at a negative surface because of the larger size of the Clÿ

ions. For a surface with +0.05e charges, the inner-sphere

adsorption shifts to 3.3 Å, but it still dominates and occurs

even for a surface with charges of +0.02e, although followed

by a range of adsorption distances with the increasing solvation

of the Clÿ.

The formation of strong and well-defined adsorption peaks

of either ions in the extremely charged systems explains why

the observed behaviour of DNA in these cases does not follow

the trend seen for smaller charges. As stated above, in these

cases the DNA feels the layer of adsorbed counterions and the

DNA conformation and its orientation to the layer depend on

its ability to penetrate the layer of counterions and establish

direct contact with the surface.

We should mention that for an even slightly higher surface

charge density than studied here, Wong et al.53 observed two

adsorption peaks for Clÿ separated by B2.2 Å, but that has

been attributed to sandwiching of the surface ammonium

coating of their b-cristobalite surface. In our case of a nearly

perfectly flat surface, the formation of single or multiple

adsorption layers of ions must be exclusively assigned to

interplay between the surface and solvation interactions.

Finally, the role of the ions and the surface charge in the

hybridisation processes should be discussed. The environment

at the solid–liquid interface is very different from the bulk

solution. As a result, the thermodynamics and kinetics of the

solid-phase hybridisation differ substantially from those in the

bulk. One of the key factors is the presence of cations. Špringer

et al.54 studied the effect of the monovalent and divalent

cations on solid-phase DNA hybridisation. The authors found

that the duplex stability is substantially lower than the one

reported for the bulk (but still in the range of tens of kJ molÿ1

for an oligomer). In the absence of magnesium, higher sodium

concentrations stabilize the duplex. The hybridisation free

energy depends linearly on the logarithm of the sodium

concentration, as observed also in the bulk.55 However, the slope

is much lower in the solid phase than in the bulk. Thus, the

sodium concentration influences the duplex stability much less in

solid phase hybridisation than in the bulk. Our effective sodium

concentration, based on the number of ions (Table 1) and the

volume of the simulation box, varies between 60 mM and 1 M.

This corresponds to the difference in the hybridisation free

energy56 of just only 1 kJ molÿ1.

The surface hybridisation kinetics is also very different from

that in the bulk. Gao et al.56 found that the hybridisation rate

constants at the surface drop by a factor of 20–40 compared to

the bulk. The authors also observed that the hybridisation rate

increases with increasing salt concentration (a several fold increase

with the NaCl concentration changing from 100 mM to 1 M).

Peterson et al.57 studied the rate of DNA adsorption onto the

surface and found roughly a 5-fold increase in the adsorption rate

upon changing the NaCl concentration from 50 mM to 1 M.

Note, however, that the time scales of DNA hybridisation are

orders of magnitude longer than our simulation times. Indeed,

based on the rate constants at 0.5 M NaCl reported by

Gao et al.,56 the characteristic time of the hybridisation

reaction in our systems would be about 1 ms.

IV. Conclusions

As far as the local conformation is concerned, our results

suggest that the ds-DNA retains its B-DNA features regardless

of the presence of the graphite layer and its charge, except for

terminal base pairs and steps. In contrast, the ss-DNA exhibits

an ordered stacked helical structure if left free in solution, but it

shows localised structural collapse when a graphene layer is

present, even if it is not charged.

Under physiological conditions, a DNA molecule is

negatively charged and polar, owing to the negatively charged

phosphate groups in its backbone. Thus a strong influence on

its orientation to the surface was expected when the charge of

the layer was varied. Our simulation of both ss-DNA and

ds-DNA anchored on the differently charged graphene layer

fully confirmed that the orientation of the DNA is extremely

sensitive to the charge density of the layer.

A. Uncharged layer

Interactions between the ds-DNA and graphene are mediated,

besides by the tether, by the dispersion forces between the

closest base pair. The DNAmolecule is orientated more or less

perpendicularly to the surface. On the other hand, interactions

between the surface and the ss-DNA confirm both the experimental

and theoretical results,28,37,58 namely that more bases than

merely the first one are adsorbed to the surface because of the

higher flexibility of the ss-DNA.

B. Positively charged layer

When a low charge density is applied on the graphene layer,

the dispersion forces in conjunction with the weak electrostatic

attraction are responsible for the interaction between the

DNA and the layer. At medium positive surface charge

densities, 0.12–0.3 C mÿ2 (corresponding to partial charges

+0.02 and +0.05e at each carbon atom of the surface), the

electrostatic attraction of the phosphate group and the layer

becomes undoubtedly dominant both for the ss- and ds-DNA.

For a highly positive charged surface, the situation is

complicated by the presence of a high amount of chloride

counterions, creating along with the graphene a bilayer, which

is negatively charged at the side facing the DNA. Thus, the DNA

is repelled from the surface and remains in the perpendicular
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orientation to the surface at the first stage of the simulation.

However, the DNA is later capable of disrupting the layer of

counterions and begins to interact directly with the graphene

by the phosphate groups.

C. Negatively charged layer

For the layers with low and medium negative charge densities,

ÿ0.06 to ÿ0.3 C mÿ2 (corresponding to partial charges ÿ0.01,

ÿ0.02 andÿ0.05e at each carbon atom of the surface), a rather

repulsive interaction was observed for the ds-DNA, whereas

the ss-DNA prefers to interact with the charged graphene by

its polar groups of the bases with a positive partial charge.

For the systems with the highest applied negative charge

density on the graphene, an oppositely charged layer of

counterions was again formed. A strong attraction of the

phosphates with the sodium cations was observed immediately

after the beginning of the simulations both for the ss- and ds-DNA.

D. Ions

For surface charge densities in the range ÿ0.12 to 0.12 C mÿ2,

the ions adsorb predominantly as outer-sphere complexes with

a limited effect on the DNA–surface interactions. However,

for the largest magnitudes of surface charges (ÿ0.1, +0.05

and+0.1e per carbon atom, i.e. ÿ0.6, +0.3, +0.6 C mÿ2), the

formation of a counterion inner-sphere layer becomes a key

factor in reversing the trends and effective charge of the

surface. Being a smaller ion compared to Clÿ, Na+ solvation

is stronger, which leads to a mixed adsorption of Na+ at a

surface charge density of ÿ0.3 C mÿ2 in two distinct inner-

sphere and outer-sphere geometries.

E. Hybridisation

The molecular dynamics simulations performed do not show

due to different time scales the process of DNA hybridisation

directly. However, important indirect indices have been observed

showing how the proximity of the graphene surface may influence

the formation or melting of the DNA duplex. The practical

applications of hybridisation with surface-bound probes depend

not only on the stability of the duplex formed but also on

other parameters such as hybridisation kinetics, sensitivity and

selectivity, which, in this case, become also functions of the

parameters characterising the surface and its interactions with

the DNA.

We have demonstrated that hybridisation with surface-

bound probes could benefit from both electrostatic and stacking

interactions between the DNA and the graphene layer. As

expected, the B-form structure of the double helix itself is not

affected by the vicinity of the moderately charged surface, in

agreement with the experimental results.28,59 One exception to

this rule was observed, namely the dangling end created on the

target strand by the above-mentioned attractive interaction of

the first nucleobase of the probe with the graphene surface. Both

duplex formation and melting are cooperative mechanisms and

(de)stabilisation of a single base-pair may induce a global DNA

conformation change. Therefore, this finding should not be

underestimated.

The application of an attractive electric field could in principle

solve a serious problem of microarray technology—the slow

hybridisation rates.58 On the other hand, the multiple stacking

interactions between the ss-DNA bases and graphene that

were observed on a positive surface up to a charge density of

B0.1 C mÿ2 represent a serious problem for hybridisation.

Depending on the surface charge, the accessibility of the

probes is reduced and the double-helix formation is slowed

down if not stopped. This result clearly shows why the increase

in the surface layer concentration of the target, created by the

attractive electric field, which should accelerate the hybridisation

kinetics, is not directly reflected by the overall hybridisation rate

owing to the steric hindrance when the probes are collapsed on

the surface of the chip. It is well known that hybridisation

depends on many parameters such as temperature, probe and

target lengths, on the composition of the buffer, on zwitterions

and on the surface chemistry in the presence of electric fields.

Our results elucidating the influence of the surface were obtained

with a short oligonucleotide model. Similar surface-effects

(steric hindrance, electrostatic and stacking interactions with

graphene) can be expected with mutually non-interacting long

oligonucleotides (>30 nucleotides). The behaviour of mutually

interacting probes in the so-called brush region of surface

concentrations may differ from our results and should be

treated separately.

The model system considered in our work is interesting for

practical applications not only for its potential to accelerate

hybridisation. The graphene properties are similar to graphite,

a widely used material. Graphite, being composed of

non-covalently bonded sheets of graphene, in principle leads

to a bit more longer-ranged vdW interactions (coarse-graining

of interaction with a single plane leads to 10-4 Steele potential,

while that with half-space bulk material to 9-3 potential),59

however considering the strong and long-range effect of

electrostatics, the effect of the difference between graphene

and graphite on observed trends is not expected—as long as

the surface charge density is the same.

Graphene is able to quench the fluorescence of DNA

attached fluorescent labels effectively.60 The above-mentioned

behaviour can be used for the preparation of new graphene-based

microarrays with dye attached to the probe instead to the target

DNA, where the hybridisation is detected by fluorescence intensity

changes caused by the changing distance of the fluorescent label

from the quenching surface.
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Electrocatalytic monitoring of peptidic
proton-wires†

V. Dorčák,a M. Kabeláč,b O. Kroutil,c K. Bednářováa and J. Vacek*d

The transfer of protons or proton donor/acceptor abilities is an

important phenomenon in many biomolecular systems. One

example is the recently proposed peptidic proton-wires (H-wires),

but the ability of these His-containing peptides to transfer protons

has only been studied at the theoretical level so far. Here, for the

first time the proton transfer ability of peptidic H-wires is examined

experimentally in an adsorbed state using an approach based on a

label-free electrocatalytic reaction. The experimental findings are

complemented by theoretical calculations at the ab initio level in a

vacuum and in an implicit solvent. Experimental and theoretical

results indicated Ala3(His–Ala2)6 to be a high proton-affinity pepti-

dic H-wire model. The methodology presented here could be used

for the further investigation of the proton-exchange chemistry of

other biologically or technologically important macromolecules.

The exchange or transfer of protons is important for many bio-

chemical processes including the respiratory chain, photosyn-

thesis and enzyme catalysis. In proteins, proton transfer and

proton binding affinities determine the charge and structure

of their molecules, and thus have a large impact on their func-

tioning and interactions with other molecules.1

A highly important phenomenon is the regulation of the

function of some proteins by proton translocation, e.g. using

the so-called proton-wires (H-wires) formed by water molecules

captured in the channels localized within protein structures.2–4

They can be found in green fluorescent proteins,5 microbial

rhodopsins,6 gramicidin,7 carbonic anhydrase,5,8 or ribosomal

complexes.9 The mechanism of proton transport in such chan-

nels is based on proton diffusion through the hydrogen bond

network of water molecules (the Grotthuss mechanism) fol-

lowed by proton exchange with amino acid (aa) residues; very

often His.5

In addition to the water H-wires in proteins, helical peptidic

H-wires have also been proposed recently.10 The ability of

these 21-mer His-rich peptides to accept a proton and transfer

it via the His residues distributed along the peptide backbone

was proposed only at a theoretical level. To the best of our

knowledge, such proton binding and translocation events were

investigated using only the tools of computational chemistry.10

In general, there is a lack of experimental approaches for the

study of proton transfer or proton intramolecular movement in

peptidic structures.

Here we focused on peptidic H-wires composed of His (H)

and Ala (A) residues alone as follows: A3[HA2]6 (HA2),

A2[HA3]4HA2 (HA3), and A2[HA4]3HA3 (HA4).10 Their proton

transfer abilities were examined experimentally for the first

time via an approach based on the electrochemical investi-

gation of their activity in the catalytic hydrogen evolution reac-

tion (CHER) at a Hg-electrode. An essential part of the

electrode process is a catalytic cycle (reactions (1) & (2),

Scheme 1A) in which the transfer of protons from the acid con-

stituent of a solution (BH, H+ donor) onto the electrode

Scheme 1 (A) The catalytic hydrogen evolution reaction (CHER) of a

His-containing catalyst. Catalyst deprotonation (1) reprotonation/regen-

eration (2), and formation of molecular/gaseous hydrogen (3) are high-

lighted. BH: the acid component of the supporting electrolyte. (B) CPS

peak H due to the CHER resulting from derivation of the measured E–t

curve (raw data) to facilitate its evaluation.

†Electronic supplementary information (ESI) available: Section 1, details of

electrochemical experiments, section 2, in silico methods, section 3, CD spec-

troscopy analyses. See DOI: 10.1039/c6an00869k
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surface (H+ acceptor) is mediated by the His-containing cata-

lyst adsorbed onto the electrode surface. The surface-bound

hydrogen atoms then combine into more stable molecules of

gaseous hydrogen, H2 (reaction (3), Scheme 1A). The consump-

tion of electrons, accompanying the transfer of protons, is

reflected in the so-called peak H (Scheme 1B) at highly nega-

tive potentials as a typical analytical output when constant-

current chronopotentiometric stripping (CPS) is used.11

Usually, both an increase in the CPS peak H area Ap (corres-

ponding to the transition time τ) and a shift in its potential Ep
towards less negative values suggest a more effective mediation

of the proton transfer. In CHER, only aa residues with func-

tional groups bearing exchangeable protons can be involved,

i.e. only imidazolium groups of His residues in peptidic H-wires

can participate in the transfer of protons reflected by the CPS

peak H.12–14 We applied the above-described methodology to

study the proton transfer ability of H-wires HA2, HA3 and HA4.

At first, the H-wires were analyzed on the basis of the CPS

peak H at a hanging mercury drop electrode (HMDE) in three

different media. Initially, the peptides were accumulated on the

electrode surface at an applied (accumulation) potential (EA) of

+0.1 V from unstirred solutions at a concentration of 1 µM. After

60 s of accumulation time (tA), the electrode with adsorbed

H-wire molecules was polarized by a cathodic (stripping)

current (Istr) of −5 µA to reach highly negative potentials of

around −2.0 V, where peak H was recorded. Other details of

the electrochemical measurements are provided in section 1 of

the ESI.†

Well-developed and much higher peaks were obtained

under buffered conditions, while more than 1000-fold smaller

peaks were produced in unbuffered solution (Fig. 1). Buffered

medium, providing an excess of slightly acidic H+ donors, is

thus necessary for immediate reprotonation/regeneration of

the catalyst in its adsorbed state from the bulk to close/form

the catalytic cycle in CHER13 (Scheme 1A).

In the buffered media, the biggest peak H at the least nega-

tive potential (Ep of −1.8 V) was produced by peptide HA2. The

peptides HA3 and HA4 gave smaller responses at significantly

more negative potentials (Fig. 1B and C). This finding indicates

that HA2 is an effective proton transporter, which is in agree-

ment with the previously reported computational results.10

However, in contrast to our results, the theoretical investigation

showed HA3 to be a more effective proton transporter than

HA4. To interpret the theoretical vs. experimental differences in

HA3 and HA4 proton transfer efficacy, it should be taken into

account that proton transfer for H-wires in the form of an

adsorbed layer at the Hg-surface is detected by CPS. In this way,

protons can be transported via various mechanisms, including

intermolecular and cooperative transfer effects, in comparison

to the idealistic theoretical setup based on proton intra-

molecular translocation as reported in the literature.10

As a result, in subsequent experimental work we focused

primarily on investigating HA2 together with the H6 peptide,

which served as a positive control. H6 was chosen as the

control because it contains six His residues, like HA2. The CPS

peaks H of both peptides, including the original E–t curves,

are shown in Fig. 2.

To obtain more reliable data for comparing the proton

transfer in HA2 and H6, we measured their CPS responses

under conditions suggesting full electrode coverage, i.e. at

10 µM or higher concentration (Fig. S1 in ESI†). Thus, the

surface concentration of the catalyst was kept constant in the

subsequent experiments, while the effect of pH on the CPS

responses of HA2 and H6 was investigated. With decreasing

pH-value, both the extent of peptide protonation and the

proton donor concentration in the solution increased. As a

result, an increase in the peak H area (Ap) and height (Hp) of

both peptides was observed with decreasing pH from 7.5 to

6.3, and between pH 6.3 and 5.6 it changed only a little

(Fig. 3). The pH-value of this break (6.3) is very close to the pKa
value of the His imidazolium group, i.e. ∼6.1.15

It was recently shown using several model proteins that Istr
is a driving parameter affecting their interfacial behavior and

structural integrity during a CPS scan. Thus, we increased

cathodic Istr intensity to avoid (i) reorientation of the catalyst

molecules during the electrode process,16 and (ii) disruption

of the catalyst structural features upon exposure to highly

negative electrode potentials.17

We can conclude that at −Istr higher than 95 µA, both of the

above effects were eliminated (Fig. 4 and S2 in ESI†). Between

35 and 95 µA, an S-shaped transition can be observed with HA2.

Fig. 1 CPS peaks H of 1 µM HA2, HA3, and HA4 at HMDE in (A) 0.1 M

NaCl, pH 5.5, (B) 0.1 M Na-phosphate buffer, pH 7 and (C) McIlvaine

buffer of pH 7, an Istr of −5 µA.

Fig. 2 CPS peaks H (left) and their corresponding E–t curves (right) of

10 µM HA2 and H6 at HMDE in 50 mM Na-phosphate buffer of pH 7,

an Istr of −50 µA.
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This transition most likely reflects interfacial structural

changes, i.e. distortion in HA2’s structure, which is in agree-

ment with previously reported studies,16–19 especially the study

where bovine serum albumin was investigated under practi-

cally the same experimental conditions.17 At −Istr lower than

35 µA, the prolonged exposure of HA2 molecules in the

adsorbed layer to negative potentials could lead to complete

structure destabilization, i.e. unfolding. The unfolding is due

to electrostatic and hydrophobic interactions with the highly

negatively charged electrode surface. This most likely results

in the disruption of hydrogen bonds, the predominant stabiliz-

ing element of HA2’s structure. The unfolded structures give

higher electrochemical responses (expressed as Istrτ
1/2 in

Fig. 4) than the folded ones, because of the higher accessibility

of the electrocatalytically active sites of HA2 to the electrode

surface. In this way unfolded HA2 is involved in CHER more

easily than the compact folded HA2 configuration. Similar

examples and interpretations of electric field-induced destabi-

lization of biomacromolecular structures (polypeptides and

nucleic acids) can be found in the ref. 11 and 20.

The typical S-shaped transition was not observed with H6,

since it has the structure of a random coil (see below Fig. 5B

and 6). The typical CPS responses of HA2 and H6 acquired at

an Istr of −150 µA are shown in the inset of Fig. 4.

On the basis of our experimental data, the proton transfer

mechanism of HA2 is different from that of H6. It is evident

that both peptides have high proton transfer ability. HA3 and

HA4 did not give a CPS response under the experimental con-

ditions used (Fig. 4, inset). This result confirmed that HA2 is a

more effective proton transporter than HA3 and HA4, not only

under the initial experimental conditions (Fig. 1B and C) but

also under the optimized conditions excluding the inevitable

effects attributed to the specific interfacial behavior and struc-

tural distortion of adsorbed peptidic H-wires at the negatively

charged electrode surface.

An important aspect in the further interpretation of both

the experimental and theoretical data presented here is the

knowledge of the structure of both peptides. Accordingly, we

performed a calculation of the helical structures with all His

residues protonated in a vacuum and in an implicit water

environment. The 310-helix and α-helix configurations were

taken into account, as reported previously.10 With unproto-

nated polypeptides, the α-helical structure is more stable than

the 310-one (by 19 kJ mol−1 in a vacuum and 49 kJ mol−1 in

water). This is probably connected to the strong ability of Ala

Fig. 3 Dependences of 10 µM HA2 (asterisk) and H6 (circle) peak H

potential (Ep), area (Ap), height (Hp), and half-width (W1/2p) on the pH-

value of 50 mM Na-phosphate buffer at an Istr of −50 µA. Data are rep-

resented as means ± SD of four measurements. Error bars smaller than

the plotted symbols are not visible.

Fig. 4 Dependence of the Istrτ
1/2 values of HA2 and H6 on an Istr at a

50 mM concentration of Na-phosphate buffer solution of pH 6. Inset:

peak H of HA2 and H6 at an Istr of −150 µA. For other details, see Fig. S2

in the ESI.† The depictions of peptide structures here are only schematic

and not to scale.

Fig. 5 Optimized α- and 310-structures of HA2 (A) and H6 random coil

(B) in a fully protonated (top) and unprotonated (below) state using

water as a solvent. Protons bound to His residues are highlighted as

green spheres. The structures calculated in a vacuum are shown in

Fig. S3 in the ESI.†

Fig. 6 CD spectra of 10 µM HA2 and H6 in 50 mM Na-phosphate

buffer at (A) pH 6, (B) pH 7 and (C) pH 8. The depictions of peptide struc-

tures are only schematic and not to scale.
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residues to form the α-helix. Optimized conformations of HA2

and H6 at fully protonated or unprotonated states in an

aqueous environment are shown in Fig. 5. The calculated

structures indicate that the state of protonation has a smaller

impact on the structure for the HA2 peptide than for the H6

random coil peptide.

The proton affinity was calculated by computing the energy

difference between the optimized unprotonated molecule and

the fully protonated molecule (Table 1). The protonation ener-

gies are comparable for the different conformations. However,

the HA2 peptide has a slightly higher proton affinity than H6

in water (by 30 kJ mol−1), in a vacuum the difference is sub-

stantial (170 kJ mol−1). Details of the calculated structures for

HA2 and H6 can be found in section 2 in the ESI.†

In the next part of the experimental work, the structures of

HA2 and H6 were investigated by circular dichroism (CD) spec-

troscopy under the same experimental conditions as for CPS

measurement; for details see section 3 in the ESI.† HA2 exhibi-

ted a strong negative band near 200 nm, revealing that ordered

structures are present (Fig. 6).21 The CD spectrum of H6 exhibi-

ted only a low molar ellipticity in the examined pH-range, indi-

cating a random coil organization with no dominating organized

structure. It is evident that HA2 has a compact structure com-

pared to the H6, with no periodicity in its structure.

In conclusion, further application of the electrocatalytic

assay presented in this communication could provide new

knowledge in the field of protonation equilibria and proton

transfer in peptides. The experimental data are supported by

ab initio calculations and CD spectroscopy of peptidic H-wires

at different pH levels. Both our experimental data and calcu-

lated proton affinities indicate that HA2 is an effective mole-

cule that can be used as a model for both experimental and

theoretical investigations in the future. The proposed methodo-

logy is not only able to recognize protonated vs. unprotonated

states (static parameter) but also to assess the proton transfer

ability (dynamic parameter) in peptidic H-wires via CPS peak

H characteristics, as specified in Scheme 1B. In terms of the

mechanistic elucidation focused on the proton transfer

process, the goal of further experimental work will be the self-

assembled organization of peptidic H-wires onto the electrode

surface,22,23 which could enable us to also investigate a mech-

anism of proton movement in more detail.
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Abstract: 

Hydrogenoxalate (charge -1) and oxalate (charge -2) anions and their solvated forms were 

studied by various computational techniques. Ab initio quantum chemical calculations in gas 

phase, in implicit solvent and microsolvated (up to 32 water molecules) environment were 

performed in order to explore a potential energy surface of both anions. The solvation envelope 

of water molecules around them and the role of water on the conformation of the anions was 

revealed by means of Born–Oppenheimer molecular dynamics simulations and optimization 

procedures. The structure of the anions was found to be dependent on the number of water 

molecules in the solvation shell. A subtle interplay between intramolecular and intermolecular 

hydrogen bonding dictates the final conformation and thus an explicit solvent model is necessary 

for a proper description of this phenomena.

Keywords 

oxalic acid anions, solvation, ab initio molecular dynamics, potential energy 

surface 
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1 Introduction 

 

Understanding the structure and dynamic behavior of organic compounds covering the effect of 

surrounding (i.e. solvent and ions) is important for environmental chemistry, catalysis and 

biological chemistry [1]. It is well known that a solvation process can influence not only the 

physicochemical properties of the given compound, but also the attributes of the solvent such as 

surface tension and other colligative properties in the solutions. From this point of view organic 

acids and in particular dicarboxylic acids belong to an interesting group of compounds where 

mixing of hydrophobic properties of the backbone and hydrophilic properties of the carboxyl 

group(s) can influence solvation and solvent properties significantly. 

Dicarboxylic acids can exist in two forms - either as unionized acids or as their salts. They 

appear in nature as a product of photooxidation of volatile organic compounds [2], they can be 

found in ambient atmosphere, in rainwater and aerosols. An important role of them as cloud 

condensation nuclei in the atmosphere and their influence on the physicochemical properties of 

tropospheric organic aerosols has been investigated [3]. They can stick to clay minerals such as 

kaolinite, montmorillonite [4] and, reversely, they can easily release from them to natural waters 

and soil. They decrease the surface tension of aqueous solutions and show surface propensity to 

the air/water interface in aqueous solutions [5–8]. 

The smallest of the dicarboxylic acids, oxalic acid (H2C2O4), attracts the largest attention. It 

occurs in nature as a calcium oxalate mineral (whewellite, weddellite). It has been spotted in 

traces in atmosphere as a product of the combustion of fossil fuels, biomass burning, and exhaust 

of cars, representing 37–69% of the total dicarboxylic acids in atmosphere [9]. It also shows a 

wide biological activity in plants and animals. Tran et al. studied the production of oxalic acid by 

treatment of Arabidopsis thaliana plant with ozone. They revealed that oxalic acid induces 

activation of anion channels triggering the depolarization of the cell [10]. Its function in a human 

body has been investigated by Weljie et al. [11]. The authors revealed that the oxalic acid and 

diacylglycerol metabolites in blood are quantitatively depleted under sleep-restricted conditions 

and restored after recovery of sleep. Its high solubility (143 g/L; due to its polarity and a 

formation of intra and intermolecular hydrogen bonds) and moderate dissociation constants 

allows to produce oxalate ion which can interact with calcium ion and thus it plays an important 

role in the formation of calcium-containing uroliths in human body [12]. 
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The neutral oxalic acid has been a subject of many experimental and theoretical studies. 

Mohajeri et al. [13] employing the second-order Møller–Plesset (MP2) level of theory 

investigated conformational flexibility of this compound. The role of intramolecular hydrogen 

bonds in gas-phase acidity and stability was also revealed in this paper. Jedlovszky et al. using 

classical molecular dynamics (MD) computer simulations investigated the phase diagram of 

binary mixture of oxalic acid and water in different concentrations [14]. Buonaugurio et al. 

measured and calculated (by means of photoelectron spectroscopy and ab initio calculations) the 

adiabatic electron affinity and electron vertical detachment energy and revealed the effect of 

intra-molecular hydrogen bonds in this process [15]. Weber et al. studied theoretically the 

interaction of oxalic acid with water molecules in gas phase by employing density functional 

theory and MP2 method, calculating the geometries, relative energies and free energy changes of 

the clusters of oxalic acid with up to six water molecules. They showed that the clusters of 

microsolvated oxalic acid produce stable neutral systems in the early stage of the cluster 

formation where solvation of potential hydrated proton is insufficient and hydrogen bond 

network of water is poorly developed [16]. 

As well as neutral oxalic acid, bare oxalate dianion (C2O4
-2) and its salts were studied 

extensively. Free oxalate anion possess orthogonal (staggered) structure, whereas in the presence 

of water and ions the structures is somewhat twisted or even planar [17]. 

 Wang et al. investigated the solvation of different dicarboxylate dianions in water clusters and 

aqueous slabs by photoelectron spectroscopy and molecular dynamics simulations. They 

revealed that the oxalate ion is solvated in the bulk, whereas the dicarboxylate dianion with 

hydrophobic groups possess the propensity to the aqueous solution/air interface [18, 19]. This 

finding agree with results of other MD simulations [20–22]. Several works focused on ion 

pairing with oxalate anion has been also published [23–26].  

Compared to oxalic acid and oxalate dianion, hydrogen oxalate anion (HC2O4
-1) studies are 

presented sparsely. They are mainly focused on description of an intramolecular proton transfer 

[27–30]. To the best of our knowledge only a work of Mohajeri et al. [13] is dedicated to the 

microsolvation (up to 6 molecules of water) of this anion.  

In this article we focus on both forms of oxalic acid anion, i.e. hydrogenoxalate anion and 

oxalate dianion. The reason to omit neutral oxalic acid is related to its strength (pKa1 =1.24) and 

thus very low concentration of its non-dissociated form in near-neutral pH. 
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2 Computational Methods

Ab initio optimization procedures

Structure of the oxalate dianion (fully deprotonated, i.e. with net charge 2-) , abbreviated as ox-2

in the text and hydrogenoxalate anion, (net charge -1, abbreviated as ox-1) were studied at 

various level of theory, including bare and hydrated ions using implicit water model as well as 

explicit water.

a) Calculations in vacuum and implicit solvent

The rotational barrier of ox-2 O-C-C-O torsion angle and two-dimensional energy profile of ox-1

O-C-C-O vs. H-O-C-C torsion angles at the relaxed potential energy surface were studied at the 

B3LYP/cc-pVTZ level of theory in vacuum and using PCM model of implicit water [31]. The 

missing dispersion term at the DFT level was added in the empirical way using Grimme's D3 

correction [32].

The benchmark energy data were obtained for the B3LYP relaxed geometries at the CCSD(T) 

level employing the same basis set. Since it is believed that the basis set containing the diffusion 

functions can be important for the anionts, we recalculated the rotation barrier for the oxalate 

dianion in the same manner at CCSD(T) level employing also the daug-cc-pVTZ basis set. Only 

the energy differences between stationary points were reinvestigated employing this diffusion 

basis set for the hydrogenoxalate anion due to time demandingness of the calculations. 

The time-consuming ab initio molecular dynamics simulations require the usage of the simpler 

form of the functional and medium-sized basis set (in order to speed-up the calculations), thus

the torsion profiles were also recalculated using BLYP functional with D3 corrections and def2-

SVP basis set in the same way as the benchmark cc-pVTZ data.

b) Ab initio optimization of microsolvated clusters

The initial geometries of clusters of oxalic acid anions, (i.e. ox-1, ox-2) containing 4, 8, 16 and 

32 water molecules were obtained from four randomly chosen snapshots from respective ab 

initio MD simulations. For each structure the O-C-C-O torsion angle was set to 0, 45 and 90 

degrees, producing thus three new geometries, which were after fully optimized. Harmonic 
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vibrational frequencies were calculated in order to characterize each of the stationary points. All 

these calculations were performed using the program Gaussian09 program package [33].

c) Ab initio molecular dynamics (AIMD) in periodic box

Periodic boundary conditions AIMD simulations based on Born-Oppenheimer approximation 

were carried on using a hybrid Gaussian plane-wave method (GPW) implemented in CP2K [34] 

software. Charge density cut-off of 400 Ry with NN50 smoothing was used in all simulations.  

This cut-off value represents finer grid than had been used in similar studies (250 Ry) [35, 36],

thus the error in calculated energy should be low. Higher cut-off values would give practically 

the same results but with drastically increased computer power cost.      

BLYP functional [37] with the empirical dispersion term [32] for the main group elements was 

used in conjunction with double-ξ molecularly optimized basis functions augmented by 

polarization function (DZVP) [38] and appropriate pseudopotential of Goedecker, Teter and 

Hutter (GTH) [39]. All hydrogens were replaced by deuterium to reduce quantum effects of the 

hydrogen nuclei and to increase the time step.

Each simulation box was composed of (hydrogen)oxalate anion and 50 heavy water (D2O) 

molecules. Box dimensions were adjusted to match density of 1.01 g.cm-3, resulting in cubic box 

of length of ~11.8 Å. The net charge of the system (-2 for oxalate dianion and -1 for 

hydrogenoxalate anion, respectively) was compensated by the neutralizing background charge.

For each ionic form of oxalic acid two simulations based on different initial conformations were 

carried out. For the hydrogenoxalate anion we selected two existing minima at the potential 

energy surface (PES) [13], ox-1-closed (planar structure, hydrogen atom pointing to the second 

carboxyl group) and ox-1-open (O-C-C-O value equal to 90 degrees, hydrogen pointing out of 

the molecule) with respective number of waters taken into account. See Figure 1 for above 

mentioned conformations.

We initiated our simulation from staggered geometry corresponding to the minimum at the PES 

and from the planar conformation (transition state at the PES) for ox-2 system. Since the AIMD 

simulations provided identical results in range of RMSDs for both initial structures, the results 

will be discussed just once.

An equilibration phase consisted of two steps. Firstly, 500 ps classical MD simulation in NVT 

ensemble had been performed with frozen (hydrogen)oxalate ion. Gaff force field [40] with
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partial charges derived by standard RESP procedure had been used both for anions and SPC/E 

model of water. A 200 fs AIMD pre-equilibrium simulation followed, with the same constrains 

preserved as in the previous step. 

All subsequent production runs were carried out within NVT ensemble with a Nosé-Hoover 

thermostat (relaxation time 500 fs) and time step of 1 fs. A temperature was set to 300 K. Each 

trajectory was 30 ps long and the structures were saved each step. The first 5 ps of the trajectory 

was considered as an equilibration phase and it was not included in the analysis except for an 

investigation of the time evolution of dihedral angles. The trajectories were inspected using 

Gromacs analysis tools [41] and the VMD program [42] was used for their visualization.

d) Ab initio molecular dynamics of microsolvated systems 

AIMD simulations of microsolvated system containing 4, 8, 16 and 32 water molecules were 

performed with the same settings and initial structures as it was mentioned in section c). The 

only difference was an absence of periodicity and usage of Martyna-Tuckerman Poisson's 

equations solver [43].

3 Results and discussion 

a) Ab initio calculations in gas phase and implicit solvent

The O-C-C-O torsion profile of ox-2 is depicted in Figure 2. The global minimum corresponds to 

the structure with carboxylate groups oriented perpendicularly to each other (staggered 

conformation). All our employed methods predict the energy barrier of the rotation in the gas 

phase in range between 3.8-4.9 kcal/mol, what is in a good agreement with findings from 

previously published data based on ab initio methods ) [44–46] (2 - 6 kcal/mol) and with results 

from umbrella sampling classical MD simulations [24] (3.6 kcal/mol).

The CCSD(T) energy dependence based on B3LYP/cc-pVTZ geometries is almost identical with 

the B3LYP one, the rotational barriers differs only by 0.1 kcal.  No significant improvement of 

the results was observed when a large diffusive daug-cc-pVTZ basis set was used, the barrier 

height was found only by 0.38 kcal/mol higher in comparison with the results when the cc-pVTZ 

basis set was employed.
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The computationally inexpensive BLYP functional and def2-SVP basis set provides a 

satisfactory consistency with benchmark CCSD(T) data, since the barrier height is 

underestimated only by 0.8 kcal/mol. Together with the ability of this functional to describe 

correctly the behavior of bulk water [47, 48] it justifies the choice of this functional and this

basis set as an economical tool for our ab initio molecular dynamics simulations.

When the system was placed into the implicit solvent, the barrier was lowered in all methods 

systematically by about 1.5 kcal/mol, resulting to its value of 2.8 kcal/mol for the CCSD(T)level. 

There are two minima at the potential energy surface of ox-1 anion. The global minimum 

corresponds to the planar structure (see Figure 1, ox-1-closed) with a weak intramolecular 

OH...O hydrogen bond [28, 29]. The local minimum ox-1-open (See Figure 1, ox-1-open) is far 

less stable (by 10 kcal/mol) and it contains perpendicularly oriented carboxylic groups and the 

hydroxyl group rotated by 180 degrees.

The 2D-relaxed scan of the energy dependence of O-C-C-O vs. H-O-O-C torsion angles for the 

ox-1 was performed using the same technique as in the case of ox-2. The results are depicted in 

Figure 3. The rotation around the C-C bond is hindered due to the presence of hydrogen bond 

and the energy barrier is higher by 6 kcal/mol (i.e. it reaches the value of 10.2 kcal/mol) in 

comparison with the ox-2. No such hindrance occurs for the local minimum, where the barrier 

remains similar as in the case of ox-2.

The rotation of OH group is blocked completely, since the barrier reaches the value of 21.4 

kcal/mol. Results of all methods are in good agreement, even the BLYP functional predicts the

barriers only slightly higher; by 1.6, resp. 2.5 kcal/mol than the other methods. The gain of the 

employment of usage of daug-cc-pVTZ basis set for this system is again weak since the 

discrepancy in comparison with data obtained by cc-pVTZ basis set did not exceed 0.5 kcal/mol 

for all stationary points at the potential energy surface.

The implicit solvent again systematically diminishes the barriers, between 3.1 - 3.9 kcal/mol 

without other important changes at the PES.

b) AIMD and optimizations in explicit solvent

All bond lengths and valence angles of ox-2 and ox-1 obtained both from optimization and from 

the ab initio dynamics are in good agreement with the literature data available [13, 29, 30, 46, 49, 
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50] and do not differ more than 0.06 Å, resp. 15 degrees from each other, see Table S1 in the 

Supplementary information part. The biggest discrepancies were found in the ox-1-closed 

structure due to change of its geometry (see below).  

The crucial geometrical parameter of oxalic acid is its O-C-C-O dihedral angle which deserves a 

detailed analysis, separately for both ionic forms.  

 Ox-2 system. The AIMD simulations of ox-2 in periodic box consisting of 50 molecules of water 

as well as AIMD of microsolvated systems show a clear preference of the nearly staggered form 

of ox-2, nevertheless whether the AIMD run started from planar or staggered structure. When a 

planar form was used, the O-C-C-O dihedral changed gradually approximately during 3 ps to 

values close to 90 degrees in all simulations, no matter how many water molecules was used to 

solvate the system and retained close to this value for the rest of the simulations, see Figure 4 for 

further details. The effect of the increasing number of solvent molecules on lowering of the 

energy barrier is evident, since an occasional full rotation around C-C bond in the periodical 

system was observed (approx. every 12 ps). The average value of the dihedral angle is deviated 

from the ideal value of 90 degrees and it reaches values 77.5 ± 8.4, 77.1 ± 9.0, 66.7 ± 10.1, 76.0 

± 10.6, 75.5 ± 10.6 and 70.9 ± 17.9 for gas phase, microsolvation with 4, 8, 16 and 32 water 

molecules and periodic systems, respectively. Such a conformation allows to create the most 

favorable network of H-bonds in the system. This finding was confirmed by the optimization 

procedure and by the literature data available.  Rosas-García et al. [50] found O-C-C-O dihedral 

angle equal to 78° for the microsolvated system with 14 water molecules, Gao’s et al. [49] 

computed values were in range from 81 to 88° on B3LYP/6-31+G** level when 12 water 

molecules were included. The histogram profile of the torsion angle for the simulation in the 

periodic box is depicted in Figure 5, showing that the thermal movement allows a broader 

fluctuation of the dihedral angle and thus the higher flexibility of the system.  

The results obtained from the optimization procedure (see Table 1) have rather qualitative 

character since the conformational search at the PES of microsolvated complexes was not 

performed due to extreme complexity and flatness of the potential energy surface and since the 

structures selected for the optimization were based on the random choice. Nevertheless, we can 

conclude that water diminishes the energy difference between the staggered and planar 

conformations, in agreement with the findings from AIMD and the calculations in implicit 

solvent. The values of the dihedral angle in the optimized structures agree well with its average 
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value obtained from the AIMD. The role of the entropy is rather weak since the differences 

between relative electronic energies and Gibbs free energies are very similar and they do not 

differ more than 1 kcal/mol. When the number of water molecules is doubled, the solvent-solute 

interaction energy is raised by approx. 50 kcal/mol. The values of interaction energy for the 

anion surrounded by 4 or 8 water molecules are in agreement with available literature data [50]. 

 

 Ox-1 system. Whereas the initio optimizations in the gas phase and implicit solvent predict the 

planar geometry as the most stable one, from the AIMD in explicit solvent it is evident that the 

preferred geometry of ox-1-closed system is dependent on the number of water molecules. 

During the first two ps of the AIMD simulation in the periodic box the intramolecular H-bond in 

this structure was disrupted, the planar conformation changed to staggered one and the O-C-C-O 

torsion angle begun fluctuating around the value of 70° (Figure 6) for approx. 20 ps. In the next 

3 ps the structure gradually changed back close to its initial planar conformation in which it more 

or less remains for the rest of the simulation. This indicates that the energy difference between 

planar and staggered geometry is significantly lower in explicit solvent than in gas phase, as it is 

predicted by the calculations in the implicit solvent. The histogram profile of the torsion angle 

for the simulation in the periodic box is depicted in Figure 5.  

Similarly as for ox-2 we conducted also AIMD in the gas phase and in the microsolvated 

environment (Figure 6) for ox-1-closed structure. The system maintains its initial planar structure 

in the gas phase and in the system with up to 8 water molecules for whole time of the simulation. 

A sudden oscillation of the O-C-C-O dihedral in time of ~19.5 ps of gas phase trajectory is 

associated with the intramolecular proton transfer where the molecule started swinging for 3 ps 

and after than the dihedral angle returned back to its common value. No proton transfer was 

observed in microsolvated systems on time scale used in AIMD. 

The complete first hydration shell (14 water molecules [50]) of ox-1 seems to be sufficient to 

change the preferred conformation from planar to staggered one. The O-C-C-O dihedral 

oscillates between average value of 70.7° and 60.5° for systems containing 16 and 32 water 

molecules, similarly as it was observed in the simulation in the periodic environment. Generally, 

the change from planar to staggered form is caused by formation of strong hydrogen bond 

between hydrogen of ox-1 and oxygen of incoming water molecule, showing a preference of the 
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intermolecular over the intramolecular H-bond. A short time existing bifurcated hydrogen bond 

on hydrogen atom of ox-1 is an intermediate of this process. 

Ab initio optimizations (see Table 2) also confirm a decrease of difference between planar and 

staggered structure when number of water molecules is increased, however planar conformations 

remains global minima regardless of size of the of solvation envelope. The interaction energies 

between solvent and solute are ca. 55% of those of water - ox-2 systems due to smaller charge of 

the anion and thus weaker Coulombic forces between the anion and water.  

We also performed an AIMD in periodic water box for the ox-1-open structure, which is a local 

minimum at the PES in the gas phase. The dependence of the O-C-C-O torsion angle more 

resembles the profile of ox-2, with even higher variability in its values (Figure 5). The anion in 

open conformation seems to be better hydrated than in the closed form (the hydration energies 

are systematically by 5 kcal/mol more negative) and in vacuum disfavored open conformation in 

the presence of 32 water molecules became a global minimum at the PES. Similar discrepancy 

between stability of the closed and open structure in implicit solvent and explicit water was 

found for pyruvic acid [51]. However, the transition between open and closed conformation has 

never been observed in AIMD (Figure S1) signaling that the H-O-O-C barrier remains still too 

high to be overcame at the room temperature even in the presence of the solvent.  

 

Solvation shell properties. Firstly, to prove reliability of used combination of the DFT 

functional and basis set we plotted the radial distribution function (RDF) between all water 

oxygens in the system (Figure 7a). One can notice a good agreement between experimental 

neutron diffraction data and our simulations both for ox-1 and ox-2 systems. A calculated running 

coordination number (RCN) around water molecules (Figure S2) is 4.80, which falls into range 

of values computed for the neat water in previous studies (4.17 for BLYP and 4.91 for BLYP-D2)  

[47]. 

All oxygens (Ox) are equal in ox-2 molecule due to the system symmetry and thus the Ox-Ow 

RDF can be plotted for all Ox atoms (Figure 7b) at once. The RDF possess its first maximum at 

2.75 Å. Very similar values were also found for acetate [35] and sulfate anion [36]. Further we 

observed a minimum in the distance of ~3.2 Å and the  flat second maximum situated at ~ 4.8 Å 

in the RDF. Comparing the Ox-Ow and Ow-Ow RDFs we can see almost same localization of 

the first maximum, however the height and width of Ox-Ow peak is smaller due to absent 
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hydrogens in ox-2, resulting in inability of ox-2 behaving as a proton donor. The running 

coordination number for the first peak corresponds to the value of ~2.5 (Figure S2) which is 

almost one half of the value in RCN in Ow-Ow.  

The first peak in Ox-Hw RDF (Figure 7b) positioned at 1.75 Å belongs to the water hydrogen 

directly interacting with oxalate oxygens, whereas the second peak at 3.5 Å belongs to the 

second hydrogen of corresponding water molecule. The spatial distribution of water molecules 

around ox-2 is depicted in Figure 8. One can notice almost symmetrically distributed lobes of 

higher water density, two around each Ox oxygen.  

The O-Ow RDF of ox-1 anion must be plotted separately for each of the oxygen atoms (for the 

atom names see Figure 1) of ox-1. O1-Ow RDF of ox-1-closed structure shows the first sharp 

peak at 2.6 Å (Figure 7c). It belongs to the water oxygen which is in the contact with the 

hydrogen H1 of the anion. This region is encircled and labeled as "1st O1-Ow" in the spatial 

distribution function (SDF) in Figure 8b. RCN of this peak is ~0.52 (Figure S2). The second well 

recognizable peak situated between 2.9 and 4.2 Å corresponds to tightly bonded water molecules 

around O1. Sharp-peaked RDF profile is inflicted by pointing of the H1 atom into the interior of 

the structure, letting carboxyl oxygens O1 and O2 to be more exposed to the solvent. 

The O1-Ow RDF profile of ox-1-open structure is less developed except of the first peak. The 

hydrogen atom of ox-1 is oriented out of the molecule thus the H-bond pattern is different from 

one in the ox-1-closed anion.  

The first peak in O2-Ow RDF (Figure 7d) has its maximum at 2.9 Å and it is less pronounced for 

both conformations of ox-1 in comparison with the remaining O-Ow RDFs. RCN ~1.9 of O2 

oxygen is lower in comparison to O3/O4 oxygens (RCN ~2.5). This can be caused by a smaller 

polarity of a neutral COOH group in comparison with the charged COO- group, lowering thus 

the attractive forces between the ion and the surrounding water molecules. The first peak is more 

blurred compared to RDF of ox-1-closed, probably due to flexible solvation shell. The ox-1-

closed RDF contains the second sharp peak around 4.6 Å belonging to the water molecules 

interacting with O1, whereas this peak is missing in RDF of ox-1-open structure.  

The RDF of oxygens O3 and O4 (Figure 7e) that belong to the charged carboxylate group of both 

conformers of ox-1 is very similar to RDF of Ox-Ow of ox-2 structure and the same finding is 

also valid for the comparison between O3+O4-Hw and Ox-Hw profiles.  
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O1-Hw RDF slightly differs between both ox-1 conformers (Figure 7c). Whereas ox-1-closed 

RDF monotonously rises up to the first maximum at 3.1 Å, there is a small peak at 1.5 Å in the 

ox-1-open RDF. This peak corresponds to the water hydrogen bonded to the O1 of the ox-1. This 

region is encircled in corresponding SDF and named as "1st O1-Hw" (Figure 8c). The shape of 

the O2-Hw RDFs (Figure 7d) is similar for both ox-1 structures with the first peak at 1.8 Å, 

which corresponds to hydrogen-bonded water molecules. This peak is lower in ox-1-open due to 

the steric hindrance of the hydroxyl group for incoming water molecules.  

In order to retrieve an information about the number of water molecules accommodated in the 

first solvation shell, we also plotted the RDFs between centers-of-masses of the anions and water 

oxygens (Figure S3). All curves possess one distinct minimum around 5 Å. The corresponding 

RCN is equal to ~15 water molecules located in the first solvation shell, both for ox-1 and ox-2. 

This finding is in accordance with work of Rosas-García et al. [50] who found 14 water 

molecules in the first solvation shell of ox-2 and in fairly good agreement with Gao et al. [49], 

who reported RCN = 12 for ox-2. 

 

4.  Conclusions 

 

1. Our ab initio calculations have confirmed that the most stable conformation of ox-2 both in 

gas phase and in the implicit solvent is the staggered D2d form. Implicit water model 

systematically lowers all rotational barriers by 1.5- 3 kcal/mol.  

2. AIMD calculations as well as the optimizations of solvated ox-2 show that the rotational 

barrier around C-C bond can be relatively easily overestimated in the  explicit solvent. The 

preferred conformation remains the staggered one, however with partial deviation (~20°) from 

the ideal value. 

3. There are two minima on ox-1 potential energy surface: The global minimum corresponds to 

the planar structure. The hydrogen of COOH group is involved in intramolecular hydrogen bond 

with neighboring COO- group in this conformation. The structure of the local minimum was 

found in staggered geometry with hydrogen of COOH group pointing out of the oxalic acid. This 

conformation is far less stable in the gas phase and in the implicit solvent (by 10, resp. 7 

kcal/mol) than the global minimum.  
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4. The AIMD of microsolvated ox-1-closed structure shows that the system with up to eight 

water molecules remains in the planar conformation, whereas in the presence of more water 

molecules and in the bulk the staggered conformation becomes more preferred. The rotation 

around C-C bond is almost free at the room temperature in the bulk. The distribution of O-C-C-O 

torsion angles during AIMD for the ox-1-open structure more resembles the profile of the ox-2 

system. The local minimum seems to be slightly better hydrated than the global one which helps 

to overcome its instability in the gas phase. These two conformers are more or less isoenergetical 

in the bulk. However, the barrier of rotation of hydroxyl group remains still too high to be 

overcame even in the solvent and the transition between the global and local minimum was never 

observed in our AIMD runs.  

5. The solvation pattern around negatively charged carboxylate group is very similar both for ox-

1 and ox-2 with approximately 2.5 water molecules around each oxygen. The COOH group 

solvation shell structure is dependent on the orientation of its hydrogen, as it can be deduced 

from the RDF profile. Number of water molecules in the first solvation shell (~15) was found to 

be the same for both ox-1 and ox-2 and in the agreement with previously reported data.  

6. Finally, the implicit solvent is inadequate for the proper description of such charged systems 

with strong H-bond network around and a sufficient amount of water molecules or periodic 

boundary conditions should be applied for the studies of such compounds. 
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Tables 

 

Table 1. The energetic and geometrical properties of the most stable structures (staggered and 

planar rotamer) of microsolvated (from 4 to 32) ox-2 system found by the optimization at 

BLYP/def2-SVP theory.  

 

O-C-C-O (deg.) a ΔE (kcal/mol) b ΔG (kcal/mol) c Esolv (kcal/mol) d 

4 WAT 

61.08 0.00 0.00 -103.32 

10.01 4.94 4.11 -104.58 

8 WAT 

61.24 0.00 0.00 -147.17 

30.12 3.77 3.49 -150.39 

16 WAT 

68.86 0.00 0.00 -209.92 

2.68 2.09 1.36 -203.61 

32 WAT 

57.04 0.00 0.00 -259.41 

24.88 1.48 1.05 -253.42 

 

a Value of the torsion O-C-C-O angle, b relative energies with respect to the most stable structure 

found, c relative Gibbs free energies with respect to the most stable structure found, d solvation 

energy calculated as the counterpoise-corrected interaction energy of the anion and the water 

molecules  
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Table 2. The energetic and geometrical properties of the most stable structures of microsolvated 

(from 4 to 32) of ox-1-closed and ox-1-open systems found by the optimization at BLYP/def2-

SVP theory.  

 

O-C-C-O a 

(deg.)  

ΔE b 

(kcal/mol) 

ΔG c 

(kcal/mol) 

Esolv 
d 

(kcal/mol) 

O-C-C-O a 

(deg.) 

ΔE b 

(kcal/mol) 

ΔG c 

(kcal/mol) 

Esolv 
d 

(kcal/mol) 

                             ox-1-closed                               ox-1-open 

4 WAT 

50.40 11.91 11.61 -50.19 54.75 10.20 9.27 -57.27 

1.14 0.00 0.00 -44.54 28.00 6.99 6.15 -53.62 

8 WAT 

79.19 7.78 6.97 -72.00 67.30 8.61 6.37 -79.37 

16.62 0.00 0.00 -70.54 19.89 5.74 4.34 -82.69 

16 WAT 

53.11 4.13 4.01 -104.95 65.03 6.88 4.70 -112.85 

23.59 0.00 0.00 -100.67 20.34 2.83 2.61 -107.84 

32 WAT 

72.53 1.18 0.93 -122.60 60.54 0.05 -1.11 -127.65 

38.01 0.00 0.00 -121.98 8.93 -2.03 -1.37 -128.69 

 

a Value of the torsion O-C-C-O angle, b relative energies with respect to the most stable structure 

of ox-1-closed system found, c relative Gibbs free energies with respect to the most stable ox-1-

closed system structure found, d solvation energy calculated as the counterpoise/corrected 

interaction energy of the anion and the water molecules  
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Figure 1. Structures of oxalate (ox-2) and hydrogenoxalate (ox-1) anion. 

Atom labeling used further in the text is also depicted for ox-1.  
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Figure 2. A O-C-C-O torsion profile (in kcal/mol) in oxalate dianion 

employing various methods. Full lines correspond to data in gas phase, 

dashed lines to data in implicit water. 
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Figure 3. The stability of hydrogenoxalate anion in dependence on the 

value of O-C-C-O (carboxyl) and H-O-O-C torsion angle (hydroxyl). a) 

The data obtained in gas phase, b) the data for implicit solvent. Torsion 

angles are in degrees, energies are in kcal/mol. 
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Figure 4.The time evolution of the O-C-C-O dihedral in ox-2 structure in 

dependence on number of water molecules presented. From top to 

bottom: gas phase, microsolvation (ms) with respective water molecules, 

and the simulation in periodic box containing 50 water molecules. The 

simulations depicted here started from the planar arrangement and does 

not differ from those started from staggered conformation. 
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Figure 5. Distribution of O-C-C-O dihedral for AIMD simulations in 

periodic box. The first 5 ps of the simulation were not included. Data 

were symmetrized around C2 axis of symmetry. 
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Figure 6. Time evolution of the O-C-C-O dihedral in ox-1-closed 

structure in dependence on number of water molecules presented. From 

top to bottom: gas phase, microsolvation with respective water 

molecules, and the simulation in periodic box containing 50 water 

molecules. The simulations depicted here started from the planar 

arrangement and does not differ from those started from staggered 

conformation. 
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Figure 7. Radial distribution functions between water oxygen (left 

column), respectively water hydrogen (right column) and (a) water 

oxygen, (b) oxalate oxygen (c-e) hydrogenoxalate oxygens. For the 

labeling of the atoms see Figure 1. Black dashed line in (a) originated 

from experimental data [52]. 
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Figure 8. A spatial distribution function of water oxygen (yellow) and 

water hydrogen (blue) around: a) ox-2 (b) ox-1-closed and (c) ox-1-open 

structure. The profiles were generated by averaging all snapshots of the 

simulation.  
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Structure and Dynamics of Solvated Hydrogenoxalate and Oxalate Anions: a Theoretical 

Study  

Ondřej Kroutil, 1,2 Babak Minofar1,3 and Martin Kabeláč*1

Table S1. Geometric parameters of oxalic acid anions. Average MD values were taken from the last 25 ps 
of the trajectory. For ox-1, geometric parameters that includes O1, O2, O3 and/or O4 are reported 
separately (for the assignment see Figure 1). Bond lengths are in Ångströms and angles in degrees 

AIMD/BLYP/DZVP BLYP/def2SVP

ox-2 ox-1-closed ox-1-open ox-2a ox-1-closeda ox-1-opena

C-C 1.56 ± 0.05 1.54 ± 0.04 1.55 ± 0.04 1.60/1.57 1.61/1.60 1.57/1.56

C-O 1.28 ± 0.03

1.34 ± 0.03 (O1)

1.24 ± 0.02 (O2)

1.27 ± 0.03 (O3)

1.28 ± 0.03 (O4)

1.34 ± 0.04 (O1)

1.24 ± 0.03 (O2)

1.27 ± 0.03 (O3)

1.27 ± 0.03 (O4)

1.28/1.28

1.36/1.35 (O1)

1.22/1.22 (O2)

1.29/1.28 (O3)

1.24/1.25 (O4)

1.39/1.37 (O1)

1.23/1.23 (O2)

1.26/1.26 (O3)

1.26/1.26 (O4)

O-H - 1.04 ± 0.04 1.05 ± 0.06 1.05/1.03 0.99/0.99

O-C-O 125.5 ± 3.3
121.0 ± 2.9 (O1/2)

127.3 ± 3.1 (O3/4)

124.9 ± 3.3 (O1/2)

127.0 ± 3.0 (O3/4)
125.6/126.0

124.2/123.9 (O1/2)

130.4/130.1 (O3/4)

119.0/121.4 (O1/2)

132.3/130.6 (O3/4)

C-C-O 117.0 ± 3.8

117.2 ± 3.3 (O1)

121.5 ± 3.6 (O2)

116.2 ± 3.7 (O3)

116.2 ± 3.7 (O4)

112.9 ± 3.6 (O1)

121.9 ± 3.7 (O2)

116.1 ± 3.4 (O3)

116.5 ± 3.4 (O3)

117.2/117.0

107.7/108.9 (O1)

128.1/127.2 (O2)

109.5/110.8 (O3)

120.1/119.2 (O4)

112.9/112.4 (O1)

128.1/126.1 (O2)

113.7/114.7 (O3)

114.0/114.7 (O4)

C-O-H - 112.8 ± 4.9 111.9 ± 5.4 - 95.8/98.0 112.9/106.3

O-C-C-O 70.9 ± 17.9 58.7 ± 29.9 60.9 ± 21.9 90.0/90.0 0.0/0.0 90.5/91.3

a gas-phase/PCM implicit model
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Figure S1. Time evolution of the H1-O1-C1-C2 dihedral in 

hydrogenoxalate anions with different starting geometry. 
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Figure S2. Running coordination numbers corresponding to RDFs in the 

Figure 7 in the main text. Top: Ow-Ow coordination number (1st column) 

and Ox - Ow coordination numbers for ox-2 (2nd column), ox-1-closed 

(3rd column) and ox-1-open (4th column). Down: Ow-Hw and Ox-Hw 

coordination numbers. 
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Figure S3. (a) Radial distribution functions between center-of-mass of 

the (hydroxy)oxalate anion and water oxygen (Ow). (b) Corresponding 

running coordination numbers. Black vertical dashed lines indicate the 

end of the first solvent shell. 
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